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1 Introduction

How should governments design their higher education finance systems? There exist large differences across countries in the structure of higher education finance. In some countries, such as Denmark, Finland and Sweden, university and college students pay low or no tuition fees and in addition receive grants because of generous public subsidies for higher education. These countries have highly progressive tax systems, which allow to finance these education subsidies. By contrast, in the United Kingdom and the United States, e.g., the burden of educational costs mainly lies on the student and higher education is much less heavily subsidized by public finances. Instead, student loans offered by both the private and the public sector play a big part in financing higher education. From a policy perspective, the choice of an optimal education finance system is intimately linked to the tax system. Both underlie the same basic trade-offs, namely equity concerns in the form of redistribution and insurance against income risk versus efficiency concerns by distorting labor supply and education incentives.

In this paper, we address the optimal design of integrated education finance and tax systems. We build a novel optimal taxation framework in the spirit of Mirrlees (1971) and the vast literature following his footsteps, which allows to study the question from a new angle. In our framework, the distribution of wages is not exogenous but determined by the costly education decisions of individuals before labor market entry. Consistent with what is typically found in empirical studies, this human capital investment decision is risky. To solve the problem, we use an applied mechanism design approach. The benevolent government can observe total income and the education level of individuals, but it has to respect incentive compatibility – first, when individuals decide on education and second, when individuals decide on labor supply. The main novelty of our approach is that in our framework the government is not restricted to the use of predetermined instruments but is free to choose its own instruments, which can condition on education, income and savings. In addition, they are allowed to be fully nonlinear.

We find that an integrated education and tax system in which the government provides education loans to young individuals, coupled with income-contingent repayment rates of these loans after individuals enter the labor market, can effectively deal with all the major trade-offs underlying the education finance and tax problem. In other words, such systems can always be designed such that they are second-best Pareto efficient. This is because income-contingent repayment rates allow the government to effectively differentiate tax distortions across education groups, minimizing the efficiency cost of labor supply distortions. At the same time, it can subsidize education by varying the generosity of the loans.\(^1\) Importantly, the government typically will find it optimal that some individuals partially default and never pay back the full value of their loans, while for some individuals the amount of repayment might exceed their loan values because this provides insurance.

\(^1\)We do not model credit market imperfection in the form of borrowing constraints. If these are relevant, as is still a debated question in the literature (Carneiro and Heckman, 2005), wide availability of student loans has the additional benefit of lifting these constraints.
We present a simple empirically driven application of the framework to US data in which individuals make a college entry decision. We simulate optimal income taxes and college student loans with income-contingent repayment. The optimal policy simulation provides three important insights. First, we find that the optimal repayment scheme for college loans can be well approximated by a schedule that is linearly increasing in income. So although the full optimum could lead to complicated nonlinear schedules in theory, very simple instruments can replicate it fairly well. Second, for our benchmark parameterization college graduates find it optimal to participate voluntarily in the loan schemes as compared to taking a risk-free loan on the private market. Third, we calculate the welfare gains of moving from a third-best scenario where the government optimally sets the income tax and offers a loan system with non-contingent repayment to the system with contingent repayments. We find welfare gains ranging from about 0.2% to 0.6% of lifetime consumption and we show how these gains vary with risk-aversion.

Several countries like the United Kingdom, Australia and New Zealand currently administer income-contingent college student loans, where repayment is proportional to income. Very recently in the United States, “the student loan industry was effectively nationalized by provisions of the Health Care and Education Reconciliation Act of 2010” (Brooks 2015, p. 251). Under the new system, student loan programs are directly administered by the Department of Education. The possibilities to opt for income-based repayment have increased since then. Whereas different options exist, they all have in common that repayment is capped at between 10 and 15% of income and they all include loan forgiveness of the remaining debt after 20-25 years (Brooks 2015). Our framework gives these policies a theoretical second-best foundation, based on an applied mechanism design approach to the education finance and taxation problem. Our theoretical considerations suggest that it might be optimal for the government to enforce that very rich individuals pay back more than the capitalized loan value or that repayment might actually be decreasing in income. In the mentioned countries, repayment never exceeds the loan value and repayment schedules are non-decreasing in income. To address these issues, we also consider policy experiments in which we restrict income-contingent repayment not to exceed the actual loan value and to be non-decreasing in income. We find that a large share of the welfare gains from the full optimum can be reaped with these simpler policies and that they are similar to current policies in the U.S.: the marginal repayment rate is 10.5% on average.

More generally, a contribution of this paper is to extend existing studies on taxation and human capital (see the literature review below) by (i) considering ex-ante heterogeneity and uncertainty and (ii) by explicitly looking at education decisions along the extensive margin. The latter is in our view necessary to model the decision to go to college. Certainly, the college decision is not only binary in the real world. Important factors are the quality of college, the major of study, the length of study and learning effort during college – it is a multi-dimensional

---

2Chapman (2006) provides a survey for practices in those and other countries. Barr (2004) discusses the trade-offs involved in designing these programs. To the best of our knowledge, the first economist to endorse the idea was Milton Friedman (1955). He envisioned repayment amounts to be proportional to income, i.e. a linearly increasing repayment schedule. Something we find as an optimal policy in our simulation for the most part of the income distribution.
decision problem. Modeling education as a binary instead of a continuous variable (as usually done in the literature) is an important complementary comparison case and a necessary step towards more realistic models. Concerning (i), the joint consideration of ex-ante heterogeneity (to have some people going to college and some not) and income risk (to capture the riskiness of educational investment) is crucial to think about the desirability of income-contingent student loans. Having uncertainty in the model is necessary to include the insurance rationale of income-contingent repayment. On top, only the presence of ex-ante heterogenous individuals with and without a college degree makes it possible to study a realistic loan repayment system, in which income contingency implies that workers with the same income face different effective marginal tax rates.

Relation To Existing Literature. This paper makes a contribution to the literature on optimal income taxation starting from Mirrlees (1971) (see the recent survey of Piketty and Saez (2013)). In Section 3 we discuss how the expression for optimal education-dependent marginal tax rates compares to the seminal optimal tax formulas from Diamond (1998) and Saez (2001) with exogenous human capital.

Bovenberg and Jacobs (2005) and Jacobs and Bovenberg (2011) analyze how endogenous education alters the optimal tax problem and show for which specifications of the earnings function education should be subsidized at a higher or lower rate than the tax distortion. Bohacek and Kapicka (2008) study a dynamic model with certainty and obtain similar results regarding education subsidies. These articles work under certainty whereas we take idiosyncratic human capital risk into account. Importantly, with idiosyncratic education risk, the necessity of education dependent labor wedges and income-contingent loans arises, as intuitively they can be understood as providing an additional source of insurance. As we discuss in Section 2.1, when we review some stylized empirical facts, there is strong evidence that uncertainty about college returns is important and matters for human capital investment decisions.3

Best and Kleven (2013) and Kapicka and Neira (2015), study how human capital acquisition at the working age influence the optimal taxation problem. We focus on a different part of the human capital accumulation process, namely education before labor market entry. Importantly, both papers reasonably assume that tax policies cannot directly condition on human capital acquired while working. In contrast, we allow the government to use information about education before labor market entry in the tax code, as is done in the real world in some countries in the form of student loans with income-contingent repayment. In addition, our focus is on education finance instead of only tax policies.

Stantcheva (2015) studies second-best optimal policies in a rich dynamic-stochastic environment. She considers both, observable and unobservable human capital. Her focus is rather on human capital accumulation over the life-cycle, whereas our focus is on college education.

Working with a two-type model, Gary-Bobo and Trannoy (2015) come to a similar conclusion concerning the income-contingency of loans in a very recent paper. In contrast to their work, we employ a continuous type approach with continuous skill and income distributions in the tradition of the large literature on optimal income taxation as in Mirrlees (1971) and Saez (2001). In particular, we are interested in determining the forces shaping the optimal design of student loan policies both theoretically and numerically, which requires a model with continuous types.

Concerning the implementation of history-dependent allocations, this paper is related to Golosov and Tsyvinski (2006) who consider an environment with absorbing disability shocks and present an implementation in which disability insurance conditions on asset testing. Also in the context of optimal taxation, Scheuer (2014) considers differential taxation of profits and labor income; in our case a comparable logic applies for an endogenous education instead of an occupational choice.

Finally, taking a quantitative approach and working in the Ramsey tradition with simpler but given policy instruments, Krueger and Ludwig (2013) solve for the optimal income tax and education subsidies in a rich macro model.

This paper is organized as follows. Section 2 contains the basics of the model. In Section 3, we investigate dynamic incentive compatibility and describe the major properties of constrained efficient allocations. Decentralized implementations of constrained efficient allocations are provided in Section 4. Simpler policies with history-independent labor wedges (implying loan repayment that does not condition on income) are theoretically discussed in Section 5. We bring our model to US-data and simulate optimal policies in Section 6. Section 7 concludes.

2 The Model

2.1 Structure

We consider a simple life-cycle model, in which individuals first acquire education and work afterwards. Individuals differ in innate ability \( \theta_i \in \{ \theta_l, \theta_h \} \), which is private information and can be interpreted as a one dimensional aggregate of (non-) cognitive skills, I.Q. and family background.\(^4\) We refer to the \( \theta_h \) type as the high type and to \( \theta_l \) as the low type. Sometimes we also call \( \theta_h \) the college type and \( \theta_l \) the high-school type as our quantitative exploration of the model will be to college/high-school context. The share of individuals is given by \( f_l + f_h = 1 \). In the first period, individuals make a binary education decision \( e_i \in \{ e_l, e_h \} \), where \( e_l \) and \( e_h \) reflect resource costs. One can think of \( e_h \) as graduating from

\(^4\)In the working paper version of this paper, we show how the results generalize to continuous type space in \( \theta \) (Findleisen and Sachs 2013).
college and of $e_i$ as entering the labor market directly after high-school. We focus on separating allocations where the high-type is incentivized to take the high education level $e_h$ and the low type is incentivized to take the low education level $e_l$. The main question we address in this paper is therefore not about the optimal level of education spending but rather how to set optimal incentives for education, labor supply and savings given a realistic modeling of the relevant margins of heterogeneity and uncertainty.

Flow utility during education is denoted by $u^e(c^e)$ with $u^e_\varepsilon > 0, u^e_\zeta < 0$, where $c^e$ is consumption in the education period. When individuals enter the labor market, they draw their labor market ability $a$ from a continuous conditional cumulative distribution function (cdf) $G(a|e_i, \theta_i)$, which depends on innate ability $\theta_i$ and education $e$ and has bounded support $[a, \bar{a}]$, with $\bar{a} \geq 0$.

For the working period, we assume that preferences over consumption and leisure are given by the utility function $u^w(c^w, l)$, where labor effort $l$ is equal to $y/\alpha$, so that gross income is $y = a \times l$. We assume that $u^w(\cdot, \cdot)$ obeys the Spence-Mirrlees condition.

Expected lifetime utility of an individual of type $\theta_i$ is given by

$$\beta^e_i u^e(c^e_i) + \beta^w_i \int_a^{\bar{a}} u^w \left( c^w_i(a), \frac{y_i(a)}{\alpha} \right) dG(a|\theta_i, e_i) \forall i = l, h,$$

where $\beta^e_i$ and $\beta^w_i$ reflect discounting and the different period length of the education and working period. Thus, the education decision also determines the amount time needed to complete the education stage. For example, in the simulations graduating from college will take 5 years as in the US data, whereas high-school graduates start working directly. For the theory, assume that the education period lasts $T^e_i$ years and the working period $T^w_i$ years. Then $\beta^e_i$ and $\beta^w_i$ can be thought of as $\beta^e_i = \sum_{t=1}^{T^e_i} \beta^{t-1}$ and $\beta^w_i = \sum_{t=T^e_i+1}^{T^w_i} \beta^{t-1}$, where $\beta$ is the yearly discount factor. The rate of transformation for goods (the implicit interest rate) between the education and working period is $R_i$. We set $R_i = \beta^w_i/\beta^e_i$, which is the same standard assumption as setting $\beta R = 1$ in a model with equal period length. Essentially, our set-up corresponds to a two-period model, where the lengths of the periods are allowed to differ.

We capture many empirical regularities with this specification of the model. First, assuming $G(a|\theta_i, e_i)$ to be non-degenerate, our model captures the important fact of uncertainty in the labor market and risky educational investment. See e.g. Cunha and Heckman (2008) or Chen (2008) for recent contributions.

Second, we allow this cdf to be a function of innate ability $\theta_i$ and thereby capture the fact that inequality in earnings is – to a certain extent – also determined by innate ability. Taber (2001) and Hendricks and Schoellman (2014) suggest that much of the rise in the college premium may be attributed to a rise in the demand for unobserved skills, which are predetermined and independent of education. Indirect evidence for the importance of unobserved skills comes from the strong persistence of within-education-group inequality (Acemoglu and Autor 2011).

Third, the cdf $G$ being a function of $e_i$ captures the returns to education. Importantly, for most of our results, we do not impose a certain assumption on the pattern of these returns.
Fourth, as long as \( G(a|\theta, e_h) - G(a|\theta, e_l) \neq G(a|\theta_l, e_h) - G(a|\theta_l, e_l) \), returns to educational investment differ in innate ability \( \theta_i \). E.g., Carneiro and Heckman (2005) document that the returns can differ by as much as 19% points across individuals for one year of college.

### 2.2 Informational Asymmetries and Incentive Compatibility

We cast the problem as a sequential mechanism – agents report an initial type \( \theta_i \) in the education period and, after uncertainty has materialized, report their productivity \( a \) in the working period. The planner assigns initial consumption levels \( c_i \) and education levels \( e_i \) to individuals with innate ability \( \theta_i \forall i = l, h \). Moreover, with each report there comes a sequence of utility promises for the next period \( \{v^w(\theta_i, a)\}_{a \in [a, \bar{a}]} \). In the second period, the screening takes place over consumption levels \( c^w(a) \) and labor supply \( y_i(a) \). All these quantities define an allocation in the economy. Further, note that this implies that education, consumption and income are assumed to be observable. Assuming consumption to be observable implies that we either assume that there are no private markets for savings or that there are (potentially imperfect) capital markets and the planner can observe the amount of savings. Dynamic incentive compatibility is ensured backwards, so we start analyzing the problem from the second period.

#### 2.2.1 Working Period Incentive Compatibility

By the revelation principle, we can restrict attention to direct mechanisms. Suppose that in the first period agents have made truthful reports \( r_{\theta_i}(\theta_i) = \theta_i \forall i = l, h \), albeit this is not necessary and just simplifies the exposition.\(^5\) Conditions for this to be true are given in the next subsection. Conditional on this report, the second period incentive constraint must be met for any history of types \( (\theta_i, a) \) and reporting strategy \( r_a(a) \):

\[
\frac{\partial v^w(\theta_i, a)}{\partial a} = -u^w\left(c^w_i(a), \frac{y_i(a)}{a}\right) \frac{y_i(a)}{a^2} \forall i = l, h, \forall a, r_a(a) \in [a, \bar{a}].
\]

Like in a standard Mirrlees problem, we assume that preferences satisfy single-crossing for given first-period reports. For global incentive compatibility it is, hence, necessary and sufficient that all local envelope conditions hold:

\[
\frac{\partial v^w(\theta_i, a)}{\partial a} = -u^w\left(c^w_i(a), \frac{y_i(a)}{a}\right) \frac{y_i(a)}{a^2} \forall i = l, h, \forall a \in [a, \bar{a}]
\]

and the usual monotonicity condition, stating that \( y_i(a) \) is non-decreasing in ability levels \( a \), is satisfied:

\[
\frac{dy_i(a)}{da} \geq 0 \forall i = l, h, \forall a \in [a, \bar{a}].
\]

\(^5\)The reason is that in the second period the utility is a function of \( a, r_a(a) \) and \( r_{\theta_i}(\theta_i) \) but not of \( \theta_i \).
2.2.2 Education Period Incentive Compatibility

In the education period, an agent takes into account the effect of her report about $\theta$ on future utility. Education period incentive compatibility is ensured only if both of the following incentive constraints hold:

\[
\beta^e_h \cdot u^e(c^e_1) + \beta^w_h \int_a^\pi u^w\left(c^w_h(a), \frac{y_h(a)}{a}\right) dG(a|\theta_h, e_h) \\
\geq \beta^e_l \cdot u^e(c^e_1) + \beta^w_l \int_a^\pi u^w\left(c^w_l(a), \frac{y_l(a)}{a}\right) dG(a|\theta_l, e_l) \tag{3}
\]

and

\[
\beta^e_h \cdot u^e(c^e_2) + \beta^w_h \int_a^\pi u^w\left(c^w_h(a), \frac{y_h(a)}{a}\right) dG(a|\theta_h, e_h) \\
\geq \beta^e_l \cdot u^e(c^e_2) + \beta^w_l \int_a^\pi u^w\left(c^w_l(a), \frac{y_l(a)}{a}\right) dG(a|\theta_l, e_l). \tag{4}
\]

Which of these constraints is binding in equilibrium will depend on the set of Pareto weights assigned to the different types $\theta_l$ and $\theta_h$. For social welfare functions which are commonly used in the literature such as the Utilitarian or Rawlsian, the relevant constraint is usually (4). In Appendix A.1, we present a set of sufficient conditions that guarantee that constraint (3) is always fulfilled if (4) is fulfilled so it does not have to be included in the planning problem. Finally, note that mimicking the other type here implies having the other type’s discount factor as the same amount of time used for a specific education level is independent of the type.

3 Constrained Pareto Optimal Allocations

In this section, we characterize constrained Pareto-efficient allocations, where “constrained” refers to the asymmetric information problem that the government faces and which results in incentive compatibility constraints as discussed in Section 2.2. In Subsection 3.1, we set up the problem of the government. In Subsections 3.2-3.4, we analyze Pareto-optimal distortions of the labor supply, the savings and the education decision.

3.1 The Planning Problem

To characterize the whole Pareto frontier, we assign Pareto weights $\hat{f}_h$ and $\hat{f}_l = 1 - \hat{f}_h$ to the different types. Any distribution of these weights corresponds to one point on the Pareto frontier. We assume that the planner discounts the future at the same rate as individuals. The planning problem therefore reads as
\[
\max \ f_l \times \left[ \beta^e_l u^e(c^e_l) + \beta^w_l \int_a^\pi u^w(c^w_l(a), \frac{y_l(a)}{a}) \, dG(a|\theta_l, e_l) \right] \\
+ f_h \times \left[ \beta^e_h u^e(c^e_h) + \beta^w_h \int_a^\pi u^w(c^w_h(a), \frac{y_h(a)}{a}) \, dG(a|\theta_h, e_h) \right]
\]

subject to the resource constraint:

\[
\begin{align*}
    & f_l \times \left[ -\beta^c_l (c^c_l + e_l) + \beta^w_l \int_a^\pi (y_l(a) - c^w_l(a)) \, dG(a|\theta_l, e_l) \right] \\
    & + f_h \times \left[ -\beta^c_h (c^c_h + e_h) + \beta^w_h \int_a^\pi (y_h(a) - c^w_h(a)) \, dG(a|\theta_h, e_h) \right] \geq 0
\end{align*}
\]

and the incentive constraints (1), (3) and (4).

Consistent with standard practice in screening problems with a continuous type space, our strategy for solving the second-best problem is to work with a relaxed problem with only restriction (1) being imposed for the working period and then check ex-post in our numerical applications whether incentive compatibility is fulfilled by checking (2). Indeed in our numerical explorations we find that incentive compatibility is always satisfied and therefore the first-order approach is valid for the primitives we consider.

\( \lambda \) denotes the multiplier on the resource constraint and \( \eta_h \) and \( \eta_l \) the multipliers of the first-period incentive compatibility conditions. To keep the exposition simple, we focus on the case where only (4) is binding, so that \( \eta_h > 0 \) and \( \eta_l = 0 \).

### 3.2 Labor Wedge

The optimal labor wedge is history dependent, so in addition to the working period skill level \( a \), it depends on \( \theta_i \). The labor wedge is positive (negative) if an individual works less (more) than she would at the intervention-free market price (which is her productivity level \( a \)). Formally, it reads as:

\[
\tau^y_i(a) = 1 - \frac{u^w_i \left( c^w_i(a), \frac{y_i(a)}{a} \right)}{u^c_i \left( c^c_i(a), \frac{y_i(a)}{a} \right)} \quad \forall \ a, i.
\]

The following proposition characterizes the optimal labor wedge.\(^6\)

\(^6\)Golosov et al. (2013) provide formulas for dynamic optimal labor wedges with exogenous human capital, connecting them to empirical observables in the spirit of the contributions of Diamond (1998) and Saez (2001) for the static Mirrlees model.
Proposition 1. At any constrained Pareto optimum where $\eta_h > 0$, labor wedges at income level $y_i$ for type $\theta_i$ with $i = 1, h$ satisfy:

$$\frac{\tau_i^\eta(a)}{1 - \tau_i^\eta(a)} = \frac{1 + \varepsilon_i^\eta(a)}{\varepsilon_i^\eta(a)} \int_a^y \exp \left( \int_a^s \left( 1 - \frac{\varepsilon_i^\eta(s)}{\varepsilon_i^\eta(s)} \right) \frac{y_i'(s)}{y_i(s)} ds \right) \{A_i(x) + B_i(x)\} dx,$$

where $A_i(x) = g(x|\theta_i, e_i) \left( 1 - \frac{u_i^w(c_i(x), y_i(x))}{u_i^w(c_i(x))} \right)$, $B_i(x) = u_i^w(c_i(x), \frac{y_i(x)}{x}) \eta_i / \lambda \{g(a|\theta_i, e_i) - g(a|\theta_i, e_i)\}$, $B_h(x) = 0$ and $\varepsilon_i^\eta(a)$ is the uncompensated (compensated) labor supply elasticity of type $(\theta_i, a)$ and the optimal values for the Lagrangian multipliers are given by

$$\eta_i = \frac{\int_a^y \frac{u_i^w(c_i(x))}{\varepsilon_i^\eta(x)} - \frac{\int_a^y \frac{u_i^w(c_i(x))}{\varepsilon_i^\eta(x)}}{\eta_i}}{\int_a^y \frac{u_i^w(c_i(x))}{\varepsilon_i^\eta(x)} + \frac{\int_a^y \frac{u_i^w(c_i(x))}{\varepsilon_i^\eta(x)}}{\eta_i}}$$

and $\lambda = \frac{1}{\int_a^y \frac{1}{\varepsilon_i^\eta(x)} + \int_a^y \frac{1}{\eta_i}}$.

Proof. See Appendix A.2.1. $\blacksquare$

First, consider the labor wedge of the high type $\theta_h$. Since $B_h(x) = 0$, the formula shows close resemblance with the standard Mirrlees formula (Saez 2001). Optimal effective marginal tax rates on labor income are decreasing in the compensated elasticity and larger for higher values of risk aversion. Additionally, the shape of these effective marginal tax rates crucially depends on the distribution of skills for college graduates $g(a|\theta_h, e_h)$. The only difference to the static formula is the marginal utility of consumption during the education period that shows up in $A_h(a)$; it replaces the Lagrangian multiplier of the resource constraint as compared to the static formula.

For the low type, we can clearly see how the government has to take into account incentive compatibility in the education period when designing labor wedges for the working period. This is captured by the term $B_i(x)$. This term is proportional to the value of the Lagrangian multiplier on the incentive constraint $\eta_i$. The Lagrangian multiplier on the incentive constraint $\eta_i$ is positive and larger the larger the inequality in consumption between the high and low type and the larger the Pareto weight $\tilde{f}_i$ (and therefore the lower $\tilde{f}_h$). In other words, the stronger the desire of the planner to redistribute from the high type to the low type at the margin, the higher the value of relaxing the incentive constraint and the larger is $\eta_i$.$^7$ The role of this additional term for self-selection is particularly intuitive for the case where preferences between consumption and labor are separable:

**Corollary 1.** Assume that preferences satisfy $u^w(\varepsilon^w, \frac{y}{a}) = u(\varepsilon^w) - \Psi\left(\frac{y}{a}\right)$ where $\Psi'(-), \Psi''(-), u'(-) > 0$ and $u''(-) < 0$. At any constrained Pareto optimum where $\eta_i > 0$, labor wedges at income level $y$ for the low type $\theta_i$ satisfy:

$$\frac{\tau_i^\eta(a)}{1 - \tau_i^\eta(a)} = \frac{1 + \varepsilon_i^\eta(a)}{\varepsilon_i^\eta(a)} \left( \frac{u_i^w(c_i^\eta(a), \frac{y_i(a)}{a})}{ag(a|\theta_i, e_i)} \right) \{A_i(a) + B_i(a)\},$$

$^7$In the polar case where the incentive constraint is binding from low to high, in contrast, this additional distortion shows up for the high type and is zero for the low type.
where

\[ A_l(a) = g(a|\theta_l, e_l) \left[ \int_a^\pi \frac{1}{w_c^{w}(c^w(a^*), \frac{w(a^*)}{a})} dG(a^*|\theta_l, e_l) \right. \\
\left. - \frac{1 - G(a|\theta_l, e_l)}{G(a|\theta_l, e_l)} \int_a^a \frac{1}{w_c^{w}(c^w(a^*), \frac{w(a^*)}{a})} dG(a^*|\theta_l, e_l) \right] \\
B_l(a) = \frac{\eta_h}{\lambda_l} [G(a|\theta_l, e_l) - G(a|\theta_h, e_l)]. \]

**Proof.** See Appendix A.2.2.

Notice the term \( B_l(a) \) is proportional to the difference of the \textit{cdf} of the low type and the counterfactual distribution of the high type if she deviates and mimics the low type with educational level \( e_l \). The larger this difference (i.e. the stronger the difference between the high type and the low type), the higher marginal tax rates are for the low type. Intuitively, if the low type is very unlikely to be of higher ability than some level \( a^* \), but the high type is very likely – even if she chooses \( e_l \) – then having high labor distortions for the low type with \( a \geq a^* \) is not very costly in terms of distorting labor supply of the low type but very efficient in deterring the high type from mimicking. Term \( A_l(a) \) again captures the standard forces from the static model. We relate it to Saez (2001) in Appendix A.2.2.

Finally, we also consider a special case that has received a lot of attention in the literature: preferences without income effects on labor supply.

**Corollary 2.** Assume that preferences satisfy \( u^w(c^w, y) = u(c^w - \Psi(y)) \) where \( \Psi'(\cdot), \Psi''(\cdot), u'(\cdot) > 0 \) and \( u''(\cdot) < 0 \).

At any constrained Pareto optimum where \( \eta_h > 0 \), labor wedges at income level \( y \) for the high type \( \theta_i \) with \( i = l, h \) satisfy:

\[ \frac{\tau^y_i(a)}{1 - \tau^y_i(a)} = \frac{1 + \varepsilon_i^y(a)}{\varepsilon_i^y(a)ag(a|\theta_i, e_i)} \int_a^\pi \{ A_i(x) + B_i(x) \} dx. \]

where all terms are defined as in Proposition 1.

We omit a proof because it follows directly from Proposition 1. In line with previous findings of the literature, optimal tax formulas become significantly simpler in the absence of income effects. This corollary will also serve as an important benchmark for history-independent labor wedge policies that we will study in Section 5 and for which we assume away income effects for tractability.
3.3 Savings Wedge

We now look at optimal distortions of an individual’s Euler equation between the education and the working period

\[ \tau^*_i = 1 - \frac{u^*_c(c^*_i)}{\int_a^\pi u^w(c^w(a), \frac{y(a)}{a}) g(a|\theta_i, e_i) da} \quad \forall i. \]

\( \tau^*_i > (<) 0 \) implies a downward (upward) distortion of savings.

The following proposition transparently displays how our findings about the savings distortion connect to the recent literature.

**Proposition 2.** In any Pareto-optimal allocation, the intertemporal allocation of consumption is governed by

\[ \frac{1}{u^*_c(c^*_i)} = \int_a^\pi \frac{1}{u^w(c^w_i(a), \frac{y(a)}{a})} dG(a|\theta_i, e_i) - \int_a^\pi \tau^y_i(a) \frac{y_i(a)}{1 - \tau^y_i(a)} a \frac{u^w_i(c^w_i(a), \frac{y(a)}{a})}{1 + \varepsilon^w_i(a)} u^w_i(c^w_i(a), \frac{y(a)}{a}). \]

**Proof.** See Appendix A.2.3

In case of separable preferences (i.e. \( u^w_{c,l} = 0 \)), we obtain the famous inverse Euler equation (Diamond and Mirrlees, 1978; Rogerson, 1985; Golosov et al. 2003), which implies a positive savings wedge and holds in very general dynamic, stochastic, private information settings as the latter authors have shown. One intuition is that a small positive savings distortion has only a second-order effect on individual utility, but a first-order effect on incentive constraints. For the case of linear policy instruments, Jacobs and Schindler (2012) have derived a related result that capital should be taxed to boost labor supply, which in turn has a positive fiscal externality through labor income taxes.

In case of non-separable preferences, i.e. \( u^w_{c,l} \neq 0 \), the inverse Euler equation is augmented by an additional term whose sign depends on the sign of \( u^w_{c,l} \). If consumption and labor are Pareto-Edgeworth substitutes (\( u^w_{c,l} < 0 \)) – which implies that more consumption increases the disutility of labor –, the savings wedge is larger than according to the inverse Euler logic. The intuition is simple: if \( u^w_{c,l} < 0 \), lower savings boost labor supply (put differently, it relaxes incentive constraints in the working period). In case of Pareto-Edgeworth complements this effect works the other way around and therefore the sign of the savings wedge is ambiguous in this case.

We now provide an alternative characterization of the savings distortion, which gives a direct expression for the savings wedge and which also highlights the self-selection problem in the first period:
Proposition 3. In any Pareto-optimal allocation with \( \eta_h > 0 \) and \( \eta_l = 0 \), savings wedges are given by

\[
\frac{\tau_h^s}{1 - \tau_h^s} = \int_a^\pi \frac{\tau_h^u(a)}{1 - \tau_h^u(a)} \frac{a \varepsilon_h(a)}{1 + \varepsilon_h(a)} \left( \frac{u_c^w}{u_c^w(c_h(a), \frac{y_h(a)}{a})} y_h'(a) - \frac{u_c^w}{u_c^w(c_h(a), \frac{y_h(a)}{a})} c_h'(a) \right) \, da
\]

\[
\frac{\tau_l^s}{1 - \tau_l^s} = \int_a^\pi \frac{\tau_l^u(a)}{1 - \tau_l^u(a)} \frac{a \varepsilon_l(a)}{1 + \varepsilon_l(a)} \left( \frac{u_c^w}{u_c^w(c_l(a), \frac{y_l(a)}{a})} y_l'(a) - \frac{u_c^w}{u_c^w(c_l(a), \frac{y_l(a)}{a})} c_l'(a) \right) \, da
\]

\[
+ \frac{\eta_l}{\lambda f_l} \int_a^\pi u_c^w \left( c_l^w(a) - \frac{y_l(a)}{a} \right) \left\{ g(a|\theta_l, e_l) - g(a|\theta_l, e_l) \right\} \, da.
\]

Proof. See Appendix A.2.4

First consider the savings wedge of the high type. It captures the impact of savings on future labor supply. The second term in brackets \( \frac{u_c^w}{u_c^w(c_h(a), \frac{y_h(a)}{a})} c_h'(a) \) captures the income effect on future labor supply, a force for a positive savings wedge. The first term in brackets \( \frac{u_c^w}{u_c^w(c_l(a), \frac{y_l(a)}{a})} c_l'(a) \) captures the second effect on labor supply coming from the non-separability of the utility function – as discussed above, if consumption and labor are Pareto-Edgeworth substitutes (complements) this effect works in favor of a positive (negative) savings wedge.

For the low type, both of these effects also show up. In addition, however, there is also a force to distort the savings decision to relax the self-selection problem in the education period. This is a force towards a negative savings wedge, i.e. an implicit savings subsidy. What determines this? A high type that mimics a low type in the education period always would like to save less than a truth-telling low type. The reason is a higher expected income in the working period. Subsidizing savings therefore hurts the high-type mimicker more than the low-type truth-teller.\(^8\) This intuition can be related to the results from Jacobs and Bovenberg (2010), who find a motive for positive capital taxation to boost education investment incentives. In our discrete model, the savings wedge on the low type relaxes incentive constraints a the margin.

Finally, we look at the case, where there are no income effects on labor supply, in which case things simplify a lot.

Corollary 3. If preferences satisfy \( u^w(c^w, \frac{u}{a}) = u(c^w - \Psi(\frac{u}{a})) \) where \( \Psi'(\cdot), \Psi''(\cdot), u'(\cdot) > 0 \) and \( u''(\cdot) < 0 \), then in any Pareto optimal allocation with \( \eta_h > 0 \) and \( \eta_l = 0 \), we have \( \tau_h^s = 0 \) and

\[
\frac{\tau_l^s}{1 - \tau_l^s} = \frac{\eta_l}{\lambda f_l} \int_a^\pi u_l^w \left( c_l^w(a) - \Psi \left( \frac{y_l(a)}{a} \right) \right) \left\{ g(a|\theta_l, e_l) - g(a|\theta_l, e_l) \right\} \, da.
\]

\(^8\)Note that there is no such effect for the high type which follows a “no distortion at the top” logic. On other points of the Pareto frontier, where the incentive constraint of the low type is binding, the result would turn: there would be no such additional effect for the low type, however, the savings decision of the high type would be taxed at the margin to relax the incentive constraint of the low type.
Proof. In case of no income effects, we have $u_{cl}'' = -u''\Psi'$ and $u_{cc}'' = u''$, which gives
\[
\left(\frac{u_{cl}''}{u_{cl}'} - \frac{u_{cc}''}{u_{cc}'} c_h(a) \right) = \frac{u''}{u'} \left(\Psi' \frac{y'(a)}{a} - c'(a) \right) = 0,
\]
where the last equality follows from working-period incentive compatibility. Therefore, Corollary 3 directly follows from Proposition 3.

Intuitively, the amount of wealth in the working period now has no impact on the labor supply decision. The only reason to distort the savings margin is therefore to relax the incentive constraint in the first period. Consequentially, the savings decision of the high type is undistorted and that of low type is subsidized.

3.4 Education Distortion

The characterization of education distortions resembles the logic behind the extensive margin labor supply model (Diamond (1980), Saez (2002)), where individuals can choose to work or not. In particular, one can define an education tax similar to the binary labor supply case, where a participation tax can be defined (Choné and Laroque (2011)). In the labor supply model, a participation tax is defined as the increase in resources due to labor market participation minus the increase in consumption of the respective individual due to labor market participation.

In our case, the former – i.e. the impact on resources due to type $\theta_h$ choosing $e_h$ over $e_l$ – is given by:

\[
\Delta R = \beta_h w \int_0^\pi y_h(a) dG(a|\theta_h, e_h) - \beta_l w \int_0^\pi y_l(a) dG(a|\theta_h, e_l) - (\beta_h^e e_h - \beta_l^e e_l).
\]

First, resources change by the expected discounted change in income – taking into account that more education takes more time. Second, resources decrease since more education is costly.

To obtain the education tax $\Delta T$, one has to subtract the value of the change in consumption:

\[
\Delta T = \Delta R - \beta_h w \int_0^\pi c_h(a) dG(a|\theta_h, e_h) - \beta_l^e c_h^e - \beta_l^e c_l^e.
\]

This concept of this education tax $\Delta T$ measures the public gains from education and captures three different things: (i) while on the labor market, the income distribution of better educated individuals differs – we label this the return effect. (ii) Better educated individuals spend less time on the labor market – we label this the time effect. (iii) Even holding time on the labor market and the distribution of wages fixed, the contribution to public funds differs because the allocation conditions on education – we label this the policy effect.

\[
\Delta T = \Delta T_{\text{return}} + \Delta T_{\text{time}} + \Delta T_{\text{policy}},
\]

where

\footnote{We could define everything equivalently for the low type as well. Only subscripts $h$ would be $l$ instead. But given that we focus on separating allocations – i.e. where the high type always obtains the high education level and the low type obtains the low education level – we focus on the high type in this section.}
\[
\Delta T_{\text{return}} = \beta^w_l \int a \left( y_l(a) - c^w_l(a) \right) \left( g(a|\theta_h, e_h) - g(a|\theta_h, e_l) \right) da
\]
and
\[
\Delta T_{\text{time}} = (\beta^e_l - \beta^e_h) (c^e_l + e_l) + (\beta^e_l - \beta^e_h) \int a \left( c^w_l(a) - y_l(a) \right) dG(a|\theta_h, e_l)
\]
and
\[
\Delta T_{\text{policy}} = \beta^e_h (c^e_l + e_l - (c^e_h + e_h)) + \beta^w_h \int a \left( (y_h(a) - c^w_h(a)) - (y_l(a) - c^w_l(a)) \right) dG(a|\theta_h, e_h).
\]

\(\Delta T_{\text{return}}\) captures the contribution to public funds due to higher earnings through better education: holding the difference between gross income and consumption constant \(y_l(a) - c^w_l(a)\), the distribution ameliorates from \(G(a|\theta_h, e_l)\) to \(G(a|\theta_h, e_h)\).

\(\Delta T_{\text{time}}\) captures the impact on public funds through the time investment of education. Holding the distribution of \(a\) and the allocation variables constant, it captures how much individuals contribute to public funds solely through this time channel.

\(\Delta T_{\text{policy}}\) captures that part that better educated individuals contribute to public funds that is not due to returns and time. Holding the distribution over \(a\) (i.e. assuming zero returns) and time on the labor market constant, contributions to public funds still differ. First, because the difference between gross income and consumption conditional on \(a\) varies with education. Second, because of the differences in consumption during education and the differential resource costs of education.

The decomposition might seem a bit abstract at this point, in particular the policy term \(\Delta T_{\text{policy}}\) since we did not explicitly define policies that implement the desired allocations. In Section 4, we show how \(\Delta T_{\text{return}}, \Delta T_{\text{time}}\) and \(\Delta T_{\text{policy}}\) can be re-expressed in terms of taxes, subsidies and loan policies. In Section 6, we quantitatively evaluate the different parts of \(\Delta T\).

3.5 Special Cases: Model Without Human Capital and IID Shocks

We conclude the analysis of second-best optimal allocations by looking at two special cases of the general model, which convey additional intuition on the workings of the model. To this end, we will place two restrictions on the distribution function \(G(a|\theta_i, e_i)\).

Model Without Human Capital. Our framework nests a model without any human capital or education choices. The distribution function is then given by \(G(a|\theta_i)\).\(^{10}\) How would this affect optimal labor and savings wedges? It turns out that the formulas from Propositions 1 and 3 would still be valid, with only \(g(a|\theta_i, e_i)\) being replaced by \(g(a|\theta_i)\). This implies that the efficient allocation would still depend on the innate type \(\theta_i\) in this case. The intuition is that having agents reveal their true type \(\theta_i\) in the first period is still useful for the planner as it brings additional information in the second period, when the planner has to solve the incentive allocation problem.

\(^{10}\)One could call this special case also exogenous unobservable human capital.
problem for the revelation of \( a \). In an optimal taxation language, the planner could still use \( \theta_i \) as a ‘tag’.\(^{11}\) Note that in our general model with education choices the implementation of this history dependence in the labor wedge becomes particularly appealing. This is because the revelation of \( \theta_i \) comes with the education choice, and on this education choice the government can condition policies. We show this in Section 4, where we discuss the implementation of incentive compatible allocations.

As said above, the labor wedges are only altered by the fact that all conditional distribution functions only depend on innate ability \( \theta_i \). How does the absence of human capital affect optimal labor wedges? The main intuition here comes from the incentive terms \( B_i(a) \). Again, it is particularly transparent for separable preferences (compare Corollary 1), where the term now reads as \( \frac{\partial}{\partial \theta_i} [G(a|\theta_i) - G(a|\theta_h)] \). This effect to relax the incentive constraint of the high type is stronger because the ability distribution of the high type would not change by mimicking the low type as there is no additional change in the education level. In other words, a high type that mimics the low typ is “more different” compared to the low type. Therefore, deterring the high type from mimicking by setting high marginal tax rates for low types with high shock realizations becomes more effective in the model without human capital.

**IID Shocks.** Next we look at the special case where \( G(a|\theta_i, e_i) \) is such that ability \( a \) is independent of the innate skill level \( \theta_i \), i.e. \( G(a|\theta_i, e_i) = G(a|e_i) \). This naturally implies that innate ability does not influence labor market outcomes directly and also that the returns to education are homogenous across different \( \theta_i \). Essentially, this brings the model to a to an ex-ante homogenous agents framework with risk. What happens to the optimal labor and savings wedges? For the labor wedge it directly follows that the formula would be as in Proposition 1 and Corollaries 1 and 2 with \( B_i(x) \) set to zero. The formula would then be equivalent to the seminal optimal taxation formula (Saez 2001). Intuitively with a representative agent only, labor taxation has a pure insurance role, leading to the static formula with a Utilitarian planner. Additionally, the allocation is no longer history dependent, since the original \( \theta_i \) is meaningless, and labor wedges can be directly seen as marginal tax rates.

For savings wedges, the terms \( \frac{\partial}{\partial \theta_i} \int_{\theta_i} u'(a) \left\{ g(a|\theta_h, e_l) - g(a|\theta_i, e_l) \right\} \) for the low type in Proposition 3 and Corollary 3 disappear. The intuition here is that the planner does not need to exploit differential incentives to save across different \( \theta_i \) types anymore, as everybody faces the same distribution. From Corollary 3 it becomes clear that savings wedges are then zero in the absence of income effects: without the Inverse Euler logic as well as no heterogeneity in savings motives, the planner does not have any incentives to distort savings, even in the presence of risk. Finally, education distortions can still be defined as in Section 3.4, with the small adjustment that the labor wedge is not education dependent.

\(^{11}\)This is a result also known from the dynamic pricing literature; Courty and Li (2000) present a model where a consumer gets an early signal about her taste valuation in a later period and the monopolist prices goods according to that signal.
4 Implementation

So far we only considered a direct mechanism, in which individuals make reports about their realized type and the planner assigns bundles of consumption, labor supply and education as functions of the reports. The focus in the characterization of the optimal allocation was on wedges or implicit price distortions of the allocation. In this section, we explore two decentralized implementations of constrained Pareto optima. We start with a direct approach, in spirit close to the mechanism, where education-dependent labor wedges are mapped into education-dependent taxes. We then move to our main implementation and one of the central results of the article, by showing how this history-dependence of the wedges can also be achieved by income-contingent repayment of loans.

4.1 Implementation One: Education-Dependent Taxes

In the first implementation that we consider, the government offers a set of student grants to the agents in the education period: \( G(e) : \{e_l, e_h\} \rightarrow \mathbb{R} \). In the working period, there is a tax function, which does not only condition on earnings but also on education acquired, i.e. a history-dependent labor income tax schedule \( T(y, e_i) : \mathbb{R}_+ \rightarrow \mathbb{R} \forall i = l, h \). Finally, individuals face a savings tax schedule \( T^s(s) : \mathbb{R} \rightarrow \mathbb{R} \). Given these policy instruments, the individual problem for type \( i = h, l \) reads as:

\[
\max_{e, c^e, s} \beta^e u^e(c^e) + \int_a^\pi \beta^w v^l(a, e, s) dG(a|\theta_i, e) \quad s.t. \quad G(e) \geq e + c^e + s,
\]

where

\[
v^l(a, e, s) = \max_{c^w, y} u^w\left(\frac{c^w}{a}, \frac{y}{a}\right) \quad s.t. \quad y - T(y, e) \geq c^w + \frac{\beta^e}{\beta^w} s - T^s(s),
\]

where \( R_i = \frac{\beta^e}{\beta^w} \) is set to the return on savings – see Section 2. The following proposition states that for any desired incentive-compatible allocation, there indeed exists a combination of these instruments that implements this desired allocation.

**Proposition 4.** Any incentive-compatible allocation can be implemented by a grant schedule \( G(e) : \{e_l, e_h\} \rightarrow \mathbb{R} \), an education-dependent labor income tax schedule \( T(y, e_i) : \mathbb{R}_+ \rightarrow \mathbb{R} \forall i = l, h \) and a savings tax schedule \( T^s(s) : \mathbb{R} \rightarrow \mathbb{R} \).

**Proof.** See Appendix A.3.1

It is a standard result from the NDPF-literature that history-dependent labor income tax functions can implement the desired labor supply allocation. Werning (2011) has shown that history-independent savings taxes can do the job of implementing the desired intertemporal allocation of consumption.

There exist various combinations of the three policy instruments that can implement the desired allocation. In the appendix we are more explicit about that. For the main body, we focus on the most simple implementation; an implementation with zero savings. In this case,
grants are chosen such that they cover education costs and consumption in the education period: 
\[ G(e_i) = e_i + c_i^e. \] Labor income taxes are chosen such that \( c^w_i(a) = y_i(a) - T(y_i(a), e_i). \) Finally, the savings tax function \( T^s(s) \) is chosen prohibitively high such that both agents choose \( s = 0. \) Note again, that this is just one possible implementation and that there also exist implementations with non-zero savings choices, see Appendix A.3.1 for more details.

**Education Tax.** For the considered policy instruments, it is intuitive to decompose the education tax \( \Delta T. \) The return effect measures how much more tax revenue the government collects solely – i.e. holding the tax function and time on the labor market constant – because of returns:

\[
\Delta T_{\text{return}} = \beta^w_i \int_a^\pi T(y_i(a), e_i) (g(a|\theta_h, e_h) - g(a|\theta_h, e_l)) \, da.
\]

The impact due to a different time – i.e. holding the tax function and the distribution constant – on the labor market is given by:

\[
\Delta T_{\text{time}} = -G(e_l) (\beta^e_h - \beta^e_l) + (\beta^w_h - \beta^w_l) \int_a^\pi (T(y_l(a), e_l) - T(y_h(a), e_h)) \, dG(a|\theta_h, e_h).
\]

The impact on public funds solely – i.e. holding the distribution of \( a \) and time on the labor market constant – through policies then given by:

\[
\Delta T_{\text{policy}} = \beta^e_h (G(e_l) - G(e_h)) - \beta^w_h \int_a^\pi (T(y_h(a), e_l) - T(y_h(a), e_h)) \, dG(a|\theta_h, e_h).
\]

First, individuals receive a different amount of grants \( G \) because of going to college. Second, taxes are education dependent and therefore, for a given realization of \( a \), tax payments differ.

### 4.2 Implementation Two: Income-Contingent Loans

The previous implementation required that people with the same income but different levels of education pay different taxes. In reality people might perceive this as a violation of horizontal equity concerns, which could hinder the political feasibility of such policies. In this light we now present a potentially more appealing alternative implementation with only one labor income tax schedule and a repayment scheme of the education grant.\(^{12}\)

Technically, this can be seen as a simple reinterpretation of the previous implementation – we take the tax system of the \( \theta_l \)-type as the common labor income tax schedule and introduce an income-contingent repayment schedule, which conditions on the size of the loan.\(^{13}\) Repayment can potentially both exceed the loan value or be below it. The latter can be considered as a

\( ^{12}\)Diamond and Saez (2011) argue that practical policy prescription from optimal tax models should not go against commonly held normative views (horizontal equity for example) and limit complexity to a reasonable degree. The second implementation seems in line with these recommendations.

\( ^{13}\)Related implementations are of course possible. For example one, where the tax function of the \( \theta_h \)-type is the labor income tax schedule in place. The extreme case would just be that income taxes do not exist and all schedules that were interpreted as history-dependent labor income schedules in implementation 1 can now
partial default. Together both instruments are sufficient to replicate the optimal labor wedges. Formally we summarize this in the following corollary:

**Corollary 4.** As opposed to the policy instruments in Proposition 4, an incentive-compatible allocation can also be implemented by a (compulsory) loan schedule \( \mathcal{L}(e) \), a loan repayment schedule \( \mathcal{R}(y, \mathcal{L}) \), an income tax \( T(y) \) and a savings tax \( T^s(s) \) where

- \( \mathcal{L}(e_i) = G(e_i) \)
- \( T(y) = T(y, e_i) \)
- \( \mathcal{R}(y, \mathcal{L}(e_i)) = 0 \)
- \( \mathcal{R}(y, \mathcal{L}(e_h)) = T(y, e_h) - T(y) \)
- \( T^s(s) \) is defined as in Appendix A.3.1.

**Proof.** The budget constraints of the individuals are unchanged as compared to Proposition 4. Therefore the corollary is a direct consequence Proposition 4.

Starting from Proposition 4, we have first reinterpreted grants as loans. Second, we have set the tax schedule for the low type as the tax schedule for everybody. Given that the high type then faces the ‘wrong tax schedule’, we set the repayment schedule for the high type as the difference between the ‘right tax schedule’ \( (T(y, e_h)) \) and the ‘wrong tax schedule’ \( (T(y) = T(y, e_i)) \). Finally, we have set loan repayment for the low type to zero given that she faces the ‘right tax schedule’.

As a pure theoretical result, this corollary does not necessarily make a case for income-contingent loans as they are understood in the real-world policy debate. Depending on the allocation, repayment might be decreasing in income \( \mathcal{R}(\mathcal{L}(e_h), \cdot) < 0 \). Whether repayment is increasing or decreasing depends on whether labor wedges are higher for \( \theta_l \)-types or \( \theta_h \)-types for given levels of income \( y \). In general, repayment might be also negative \( \mathcal{R}(\mathcal{L}(e_h), \cdot) < 0 \), or – to the contrary – be much higher than what a normal market repayment of the loan would be.

All this can potentially contrast the typical idea of income-contingent repayment, which is (i) non-negative, (ii) weakly increasing in income and typically (iii) bounded from above. Whether income-contingent repayment according to Corollary 4 fulfills these criteria depends on the properties of the considered allocation. In Section 6, we quantify our model with US-data and arrive at the interesting result that repayment schedules according to Corollary 4 mostly fulfill (i), (ii) and (iii). In particular, we find very strong support for (ii): individuals with a college degree should typically face higher marginal distortions on their labor supply decision.

be interpreted as repayment schedules. Taking the labor income tax schedule of the low type, however, is more natural in our view. Especially in our application of the theory in Section 6.
Education Tax. In the case of an income-contingent loan implementation, the return effect reads as:

\[ \Delta T_{\text{return}} = \beta_i^w \int_a^\infty T(y_h(a)) (g(a|\theta_h,e_h) - g(a|\theta_h,e_l)) \, da. \]

The time effect reads as

\[ \Delta T_{\text{time}} = -L(e_l)(\beta_h^w - \beta_l^w) + (\beta_h^w - \beta_l^w) \int_a^\infty (T(y_h(a),e_l)) \, dG(a|\theta_h,e_h). \]

The policy effect is now given by

\[ \Delta T_{\text{policy}} = \beta_h^e (L(e_i) - L(e_h)) + \beta_h^w \int_a^\infty (R(y_h(a),L(e_h)) + T(y_h(a)) - T(y_i(a))) \, dG(a|\theta_h,e_h). \]

First, individuals receive a different loan during the education period. Second, repayment in the working period differs (with repayment of the low type set to zero).

Other Implementations. Besides education-dependent taxes and income-contingent loans, other policy instruments that implement education-dependent labor wedges could do the job. Another implementation could, e.g., be downstream or delayed tuitions fees, where graduates pay tuition fees after their studies and dependent on their income. Further, human capital risk insurance contracts where graduates pay some premium before labor market uncertainty realizes and then receive (potentially negative) payments once uncertainty has materialized. We choose to focus on income-contingent loans because such policy instruments are already used in the real world. Our intention is not to claim that they are superior over other potential implementations.

5 Comparison Case: Flat Reypament

The previous section has revealed that relatively sophisticated policy instruments are needed to implement constrained efficient allocations as characterized in Section 3. A natural question is how much better these constrained efficient allocations perform in terms of welfare than allocations that can be implemented through simpler policies.

It is not obvious what the right ‘simple’ comparison is. Often the literature has analyzed how much welfare is lost from imposing history-independence and linearity on wedges (Farhi and Werning 2013, Golosov, Troshkin and Tsyvinski 2015, Stantcheva 2015). For the purpose of quantifying the welfare gains from income-contingent student loans, imposing linearity on wedges would be a too strong restriction. Such an approach would not only restrict the loan repayment but also the labor income tax and education subsidies and would therefore overestimate the welfare gains from income-contingency of the loan repayment.

We therefore want to allow the labor income tax and the education subsidies to be nonlinear. For the respective allocation, this implies that we restrict labor wedges to be history independent.
but allow for nonlinearity. Formally, the only additional restriction is that individuals with the same income should face the same labor wedge. To characterize such allocations, we apply a first-order approach for history-independent policies that we elaborate in greater detail in Findeisen and Sachs (2015).

5.1 The Planning Problem

The planning problem is almost equivalent to that of the second-best problem in Section 3.1. However, a restriction on preferences has to be made: the absence of income effects on labor supply, i.e.

\[ u^w(c^w, \frac{y}{a}) = u(c^w - \Psi\left(\frac{y}{a}\right)) \]

where \( \Psi'() < 0 \) and \( u''() > 0 \). In this case, the restriction that individuals with the same income face the same labor wedge is equivalent to

\[ y_h(a) = y_l(a) \]

because only the shock \( a \) matters for the labor supply decision – the level of wealth (which typically varies between the high and the low type) does not play a role.

**Proposition 5.** If preferences satisfy \( u^w(c^w, \frac{y}{a}) = u(c^w - \Psi\left(\frac{y}{a}\right)) \) where \( \Psi'() < 0 \) and \( u''() > 0 \), then any incentive-compatible allocation that satisfies (5), can be implemented with an education-independent tax function \( \tau(y) \), a loan schedule \( L(e) \) with fixed repayment rates \( R(L) \) and a savings tax \( T_s(s) \).

**Proof.** See Appendix A.4.1. \( \square \)

As in the case with history-dependent labor wedges, there are some degrees of freedom. In line with above, we focus on an implementation with zero private savings. As in Proposition 4, we normalize the labor income tax schedule such that the low type does not have to repay anything of the loan.

5.2 Labor Wedges

What determines the level of optimal labor wedges if they are constrained to depend on income only? Given that we had to restrict preferences such that there are no income effects on labor supply, the history-dependent benchmark are the formulas in Corollary 2. As is formally stated in the following proposition, optimal history-independent labor wedges are governed by the same forces; the forces are just averaged across education levels. In Sections 6.3, we quantitatively compare optimal history-independent with history-dependent labor wedges.

**Proposition 6.** Assume that preferences satisfy \( u^w(c^w, \frac{y}{a}) = u(c^w - \Psi\left(\frac{y}{a}\right)) \) where \( \Psi'() < 0 \) and \( u''() > 0 \). At any constrained Pareto optimum where \( \eta_h > 0 \), optimal history-independent labor wedges at income level \( y(a) \) satisfy:

\[
\frac{\tau_y(a)}{1 - \tau_y(a)} = \frac{1 + \varepsilon(c(a))}{\varepsilon(c(a))a(g(a|\theta_h, e_h) + g(a|\theta_l, e_l))} \int_{\theta}^{\pi} \{A_h(x) + A_l(x) + B_l(x)\} dx
\]
where terms $A_l$, $A_h$ and $B_l$ are defined as in Proposition 1 and $\varepsilon^c(a)$ is the compensated elasticity for individuals with wage $a$.

Proof. See Appendix A.4.2.

5.3 Education Subsidies and Savings Wedges

As we show in Appendix A.4.2, savings wedges are still as in Corollary 3. In the absence of income effects, there is no role for boosting labor supply also if labor wedges are history independent. Therefore the high type’s decision is undistorted whereas the low type faces a marginal savings subsidy (borrowing tax). The latter serves as an effective tool to relax the incentive constraint of the high type, see the discussion in Section 3.3.

For education policies in this case, the education tax $\Delta T$ can now be decomposed into:

$$\Delta T_{\text{return}} = \beta^w \int_0^{\pi} T(y(a)) \left( g(a|\theta_h, e_h) - g(a|\theta_h, e_l) \right) da$$

and

$$\Delta T_{\text{time}} = -\mathcal{L}(e_l) \left( \beta^e_h - \beta^e_l \right) + \left( \beta^w_h - \beta^w_l \right) \int_0^{\pi} \left( T(y_l(a), e_l) \right) dG(a|\theta_h, e_h)$$

and

$$\Delta T_{\text{policy}} = \beta^e_h \left( \mathcal{L}(e_l) - \mathcal{L}(e_h) \right) + \beta^w_h R \left( \mathcal{L}(e_h) \right).$$

In particular the policy effect differs from the previous cases: education policies do not condition on income since we impose (5). Quantitatively as one will see in the next section, the optimal value of $\Delta T_{\text{policy}}$ will be very different for the case with income-contingent loans (or education-dependent labor taxes) compared to the case with standard loans and standard labor taxes.

6 A Quantitative Exploration

Building on our theoretical findings above, the purpose of this section is to ask whether optimal dynamic tax theory can make a case for income-contingent student loans. In the previous sections we have laid out the theoretical foundations to answer this questions. We have elaborated the properties of second-best efficient allocations in Section 3. Although these allocations are solely constrained by informational asymmetries, we have shown that the second-best can indeed be implemented with policy instruments that come close to real world policies: nonlinear income taxes combined with a student loan system with income-contingent repayment.

Whether this is indeed a case for repayment that increases in income is not clear, however. If optimal labor wedges for highly educated individuals are lower than for less educated individuals, this would imply repayment that is decreasing in income – a property that is not in line with real world income-contingent loan practices where repayment is increasing in income.

The first purpose of this section is therefore to ask whether a quantitative exploration of the model indeed makes a case for loan repayment that increases in income. A robust result
is that it indeed makes a case for repayment that increases in income – at least for low and intermediate income levels. For high incomes it might be slightly decreasing.

The second purpose of this section is then to quantify the welfare gains from income-contingency of loan repayment. We therefore compare the second-best with history-independent policies as discussed in Section 5. We find that income-contingency of repayment yields significant welfare gains.

It might be considered as an undesirable property that the second-best is partly characterized by locally decreasing repayment. Further, the second best implies that some income levels repay more than the loan value which might also go against real real world policy practices. We therefore ask how much welfare is lost if repayment schedules are restricted such that repayment (i) is non-decreasing in income and (ii) never exceeds the loan value. We find that such "real-world repayment schedules" can yield a large part of the welfare gains from the second best.

6.1 Parametrization

In our quantitative analysis, individuals start life as high school graduates and then live for 47 years (age 18-65). If individuals do not go to college, they spent 47 years on the labor market. If individuals go to college, they spend 4 years in college and 43 on the labor market. Formally, we set $\beta^e_l = 0$ and $\beta^w_l = \sum_{t=1}^{47} \beta^{t-1}$ for those who don’t go to college and $\beta^e_h = \sum_{t=1}^{4} \beta^{t-1}$ and $\beta^w_h = \sum_{t=5}^{47} \beta^{t-1}$ for those who do go to college, where we set $\beta = \frac{1}{1.04}$. We maximize a Utilitarian social welfare function so we set $\tilde{f}_i$ to the population mass $f_i$.

To get the ability distributions $g(a|e_i, \theta_j)$ with $i, j = l, h$, we take the factual and the estimated counterfactual earnings distributions for high-school graduates from Cunha and Heckman (2007), based on white males. The factual lifetime income distributions for high-school and college graduates come directly from the National Longitudinal Survey of Youth 1979 (NLSY79), covering cohorts born between 1957-64. For the counterfactual distributions, i.e. the distribution of outcomes if a high-school type goes to college and vice-versa, we rely on the structural estimates from their paper. They use the Armed Services Vocational Aptitude Battery (ASVAB) test taken by participants of the NLSY79 to have a measure of skills around high-school graduation, corresponding to $\theta$ in our model. Given this information, Cunha and Heckman (2007) estimate a structural model of selecting into education levels.

As in any survey data, top incomes are underrepresented. We therefore append Pareto tails at earnings of $88,000. In the benchmark scenario we chose a Pareto parameter of 1.5 for all distributions (Atkinson et al. 2011; Diamond and Saez, 2011). To the best of our knowledge, there exists no systematic evidence on the conditional distributions of top incomes for college graduates and non-graduates separately. In Section 6.5, we show how results change under

---

14 Precisely, we use the estimates from Figures 1 and 2 from their paper. We used the software GetData Graph Digitizer to read out the data from the graphs. Since Cunha and Heckman (2007) consider the present value of lifetime earnings (18-65), we take a 47 years annuity with the same present value. Since the data in these graphs are not smoothed, we apply a standard Kernel smoother.
the assumption that the tail is fatter for college graduates. Finally, we smooth the resulting
distribution again to overcome the kink from the appended tail. Given a (linear) approximation
of the real world tax system we calibrate the implied skill distributions as input for the model
from the optimality conditions of the agents. The resulting calibrated skill distributions are
illustrated in Figure 1. We choose a tax rate of 25%, matching the patterns about average
marginal tax rates documented in Guner, Kaygusuz, and Ventura (2014). The results are
robust to using a more accurate approximation of marginal tax rates. Lastly, we assume there
is an atom of workers equal to five percent for each distribution reflecting unemployment or
disability as in Mankiw et al. (2009).

The share of high school and college types are set to 64.19% and 35.81%, respectively, as
reported in Cunha and Heckman (2008). Following Gallipoli et al. (2011), we set the annual
monetary cost of college education to $11,100. The yearly interest rate is set to 4% and the
yearly discount factor $\beta$ to 1/1.04. We work with a CRRA specification and focus on the case
with no income effects so that:

$$U(c, y, a) = \left(\frac{c - \left(\frac{y/a}{\sigma}\right)^\rho}{1 - \rho}\right)^{1/\sigma},$$

with $\sigma = 3$, implying a constant labor supply elasticity of 0.5 and set $\rho = 2$. In unreported
simulations, we also varied the values for $\sigma$ and $\rho$; the main results do not change.

**Performance of the model.** Our calibrated model yields a college wage premium measured
as the percentage difference of average college to high school earnings of 57% for identical Pareto
tails and 61% if the tails are education-dependent.\footnote{The calibration implies about $57,000 in average earnings for college graduates and about $37,000$ for high-school graduates.} This is consistent with US data where the
college earnings premium rose from 40% in the 1980’s to about 80% in the early 2000’s (Lee, Lee, and Shin (2015)).

The model also matches measures of within-group, here defined as within-education group, inequality. For high-school graduates, the variance of log earnings conditional on working is 0.16 in the calibration and around 0.18 in US data from the early 2000’s (Lemieux 2006a). The distribution of college-graduates features more dispersion in the model with a variance of 0.28, the data counterpart to this number is 0.29 (Lemieux (2006a)). The overall income distribution of both education groups has variance of the log of 0.23, also close to the number of 0.21 reported by Lemieux (2006a).

6.2 Second-Best Optimal Policies

Optimal Labor Wedges: Figure 2(a) displays the optimal labor wedges as a function of yearly income up to $160,000. Both schedules follow a U-shaped pattern, reflecting a result from the static Mirrlees problem (Diamond 1998, Saez 2001). The intuition for the pattern is simple: for very low incomes, marginal distortions are high for two reasons: first, distorting their labor supply is relatively harmless since they are rather unproductive. Second, the inverse hazard rate \( \frac{1 - G(a|\cdot,\cdot)}{g(a|\cdot,\cdot)} \) is rather high. Note that \( 1 - G(a|\cdot,\cdot) \) is proportional to the additional revenue generated by the (implicit or explicit) marginal tax rate and \( g(a|\cdot,\cdot) \) is the mass of individuals whose labor supply is distorted. For intermediate incomes the density \( g(a|\cdot,\cdot) \) strongly increases making distortions more and more harmful, leading to a decrease in optimal distortions. Finally, due to the properties of the Pareto distribution, the ratio \( \frac{1 - G(a|\cdot,\cdot)}{a g(a|\cdot,\cdot)} \) converges to a constant and as a consequence the labor wedges start to converge. The impact of the \( B(\theta, a) \)-term of Corollary 2 on the marginal tax rates of the high-school type is quantitatively very small, which is why we do not illustrate the impact.

Looking at Figure 1, one can see in which way tax distortions are tailored to the different income distributions. At every point of the skill support before the Pareto tail kicks in, college
labor distortions generate much bigger mechanical revenue effects for the government. In the top income tails, the wedges converge to almost the same top tax rate (Saez, 2001), with a very small difference caused by the education incentive force $B(\theta, a)$, which we discussed in the theoretical section of this paper, that leads to slightly higher top tax rates for high school types to increase the attractiveness of going to college.\footnote{Some of these results are related to the simulations of Luttmer and Zeckhauser (2008) who consider a static setting where going to college is purely a signal and not an investment; hence counterfactual and factual distributions are equal.}

**Repayment Schedule.** We now build on the implementation result from Section 4.2 and illustrate optimal income-contingent repayment schedules. The (common) labor income tax schedule is determined by the high-school labor wedges. The overall loan (in net present value) that students take on is $143,745, which covers annual consumption during college of $26,977 and coverage of the annual fees of $11,100. Figure 2(b) shows the yearly repayment of college debt as a function of income. The slope of the repayment schedule is given by the difference in the labor wedges as we outlined in Section 4.2. As the optimal labor wedge for college graduates lies above the high-school wedge, repayment is increasing in income up to incomes of US-$80,000. Repayments for college graduates start at about US-$1,000. Remarkably, in this income region, the repayment schedule of loans is almost linear with a slope of roughly 0.1, because the difference in the labor wedges is almost constant apart from very low incomes. Afterwards, there is a very small decreasing range and the repayment schedule flattens out as the top labor wedges converge. In sum, optimal repayments can be very well approximated by an intercept of US-$1,000, a US-$1,000 increase in repayment for every US-$10,000 earned up to earnings of US-$70,000 and no additional repayments for incomes above that threshold. So although we did not place any restrictions on the shape of the repayment schedule, linearity comes very close to the second-best optimum.

The red dotted horizontal line shows the yearly repayment that would occur if individuals chose a standard loan (with a yearly interest rate of 4%) where the repayment is not contingent on income and they repay the same amount every year. As can be seen, only some individuals pay back more than in the income-contingent case, but for most income levels partial default is optimal. The expected interest on repayment is therefore only 2.2%. The maximal ex-post rate of return is 4.4% and the minimal ex-post rate of return -5.1%.\footnote{This set of results is sensitive to the interest rate, however. For 3%, e.g., more individuals would pay back more than the loan value in the income-contingent case. For 5%, nobody would pay back more.}

As discussed in the implementation section, we assume the college loan system to be mandatory. We check if this is a restrictive assumption by allowing college graduates to opt out and instead take a loan with a yearly interest rate of 4% to finance tuition and early consumption. We find that given the choice, individuals would opt into the loan system with income contingent repayment rates. This is also true for an interest rate of 3%. However, this is arguably a strict test of the assumption since it is not clear whether individuals would be able to borrow
up to their desired amount and might face a substantial risk premium on their interest rate if they borrow in the private market.

**Subsidization of College.** We now turn to the question by how much college education is subsidized. First, on net, college is taxed by $33,727, i.e. $\Delta T = 33,727$. Thus, $33,727$ of the monetary gains from college education are reaped by the government. If policies were not conditional on education and individuals would be on the labor market for the same time, the government would reap $\Delta T_{\text{return}} = 105,068$. However, individuals that go to college are on the labor market for less years which costs the government $18,784$, i.e. $\Delta T_{\text{time}} = -18,784$.

Finally, policies do condition on education. What is the effect of this on public funds? The absolute subsidy is $52,557$, i.e. $\Delta T_{\text{policy}} = -52,557$. Thus, in expectation individuals are subsidized by this amount for going to college. Given the income contingency of loan repayment, the subsidy varies with the amount of income. Thus, it is an ex-post subsidy. The blue bold line in Figure 3 illustrates how this ex-post subsidy varies with income and nicely illustrates the power of income-contingent repayment: if individuals end up poor after college, receive a very high education subsidy. This subsidy then decreases in income and the pattern how the subsidy evolves with income mirrors the repayment schedule of income-contingent loans.

Finally, savings distortions are zero in our application. This is a direct consequence of Corrolary 3. As we assume an education period of length zero for the high school type, there is no transition from an education to a working period, where the planner would find it optimal to distort savings for the high school type. For the college type, we get a no distortion at the top result, i.e. $\eta_h = 0$ for the high type.

### 6.3 The Welfare Gains From Income-Contingent Repayment

We now aim at quantifying what the potential welfare effects of income-contingency are and therefore compare the second best to history-independent policies as described in Section 5. Figure 4 shows the optimal education independent labor income tax in this case. In line with
the discussion around Proposition 5, optimal education-independent marginal tax rates lie
between their education-dependent counterparts from the second-best optimum.

In case of standard loans with fixed repayment, the education subsidy does not depend
on realized income. The flat subsidy here is $67,557, see also Figure 3 to compare it to the
income-contingent ex-post subsidy in the second best. The subsidy is higher in the absence of
income-contingent loans. Intuitively, if the government cannot tailor the subsidy to different
income realizations – and therefore to different levels of marginal utility of consumption – it is
more expensive to incentivize education.

We next calculate the welfare gains from income-contingent repayment schemes. In Figure
5 the blue bold line presents the consumption equivalent welfare gains as the CRRA parameter
$\rho$ varies from 1 to 4.\(^{18}\) The welfare gains are increasing in risk-aversion which underscores the

\(^{18}\)Following common practices in the literature, we asked by how much percent consumption of each individual
in every period would have to be increased (for the case with a flat repayment) such that welfare is as high as
with income-contingent repayment.
role of the loans as an insurance device. For a CRRA coefficient of two, the gains are about 0.32%.\footnote{The welfare gains are evenly distributed in the benchmark case ($\rho = 2$), implying that both the college and the high school type achieve a utility gain of 0.32\% of consumptions equivalents. For lower values of $\rho$, a larger share of the gain is reaped by the high-school graduates, for higher values of $\rho$ the result is reversed.}

### 6.4 Real World Policies: Cap on Repayment and Non-Decreasing Repayment

There might be two limitations to the full second-best optimum which could reduce its real world appeal. First, for some (small) range of the income distribution, repayment for college graduates actually exceeds the loan value, as becomes obvious from Figure 2(b). Second, for high earners the repayment schedule actually decreases in income. These properties are likely to go against commonly held normative views, when it comes to the actual implementation of an income-contingent loan system. Indeed, actual income-contingent repayment systems in the United States, United Kingdom or Australia are never decreasing and cap repayment at the loans values. To deal with these concerns, we calculate an allocation which can be implemented with a repayment schedule respecting these constraints – i.e. it is never decreasing and capped at the loan value. In this scenario, effective marginal tax rates for college graduates are adjusted so that they are equal to the marginal tax rates for high school graduates as soon as repayment reaches the capitalized loan value. These modified polices still respect incentive compatibility and budget feasibility, of course.\footnote{More technically, we first adjusted the lump sum element of the common labor income tax schedule such that the government budget constraint holds. In case, the resulting allocation is not incentive compatible, we adjusted the lump sum elements of the labor income tax and the repayment schedule such that the government budget constraint holds and the incentive constraint of the college type binds.}

Figures 6(a) and 6(b) show the resulting labor wedges and the repayment schedule.

![Figure 6: Real World Adjustment](image)
By construction, this repayment system is, of course, inferior in welfare terms to the optimal repayment schedule. Figure 5 illustrates that welfare gains are not much smaller as compared to the full second best. For $\rho = 2$, roughly 78% of the welfare gain from optimal income-contingent repayment be reaped with the restricted repayment.\textsuperscript{21}

It is also interesting to note that this repayment schedule comes very close to current U.S. policies. The average marginal repayment rate in the increasing region is 10.5% and the maximal marginal rate is 15.8%. In the U.S., three income-contingent repayment options were recently introduced: “Income-Based Repayment”, “Pay as You Earn” and “Revised Pay as You Earn”. These options differ in some details, however, they have in common that repayment is capped at between 10% and 15% of income and remaining debt is (partly) forgiven after 20-25 years (Brooks 2015). Further these programs take into account family size. When making these comparisons, one of course has to take into account that our optimal repayment schedule applies for an optimal income tax schedule and not for the current tax schedule. Further, due to the simplicity of our model, we naturally neglect issues of how repayment should evolve over the life cycle. We leave a more detailed elaboration of current policies from an optimal policy perspective for future research.

6.5 Robustness: Differing Top Income Tails

We now test if and how a different assumption on top incomes across income distributions changes the results. We focus on the case, where the college income distribution has a thicker tail than the high school income distribution. For college graduates, we choose a Pareto parameter of 1.28. For high-school graduates we choose a Pareto parameter of 3.\textsuperscript{22} These values lie within the range of what has been typically found in empirical studies covering many countries and time periods (Atkinson et al, 2011). If we aggregate the two distributions to the aggregate income distribution, we find that the resulting tail for top incomes resembles a Pareto tail with a parameter not far away from 1.5.\textsuperscript{23}

Second-Best Optimal Policies. Figures 7(a) and 7(b) display the corresponding schedules for labor wedges and the repayment schedule. The college labor wedge now lies above the high school labor wedge everywhere, leading to a strictly increasing repayment schedule. The implicit top tax rate for college graduates is higher than for high-school graduates, driven by the differences in the Pareto parameter. Interestingly, again a simple linear approximation of

\textsuperscript{21}In case of an interest rate of 3%, 68% of the welfare gain can be reaped with simpler policies. For an interest rate of 5%, second-best optimal income-contingent repayment would actually never exceed the loan value.

\textsuperscript{22}The top tails are not dependent on innate type $\theta$ but are just determined by the education level. In an earlier working paper version (Findeisen and Sachs, 2013), we also explore the case in which the tails are determined by innate type $\theta$ instead. The results are very similar.

\textsuperscript{23}The sum of two Pareto distributions tends to behave like a Pareto distribution, where the heavier tail distribution seems to dominate (Ramsay, 2006). This implies that, in the tails, the resulting aggregate distribution is very close to the college distribution.
the repayment schedule with a linear slope of about 11% could almost perfectly implement the second-best optimum. Repayment of college graduates now exceeds the annuity loan value by a much more significant amount and for much bigger fraction of the population. We check again if a college type would prefer not to choose the income-contingent loan in this case and find that the loans indeed have to be compulsory. However, as we show next, one can again construct slightly different policies which respect a cap on repayment. These yield a large share of the welfare gain and do not require the loans to be compulsory.

**Real World Policies: Cap on Repayment.** As in Section 6.4, we now adjust the second-best optimum towards policies that satisfy the same two mentioned real-world restrictions. The adjustment we make is slightly different this time. In Section 6.4, we lowered the labor wedges of the college types such that they equal the optimal ones for the high school types above all income levels, where the second-best repayment starts to exceed the loan value. Here, we do the opposite and increase the labor wedges of the high school types such that they are equal to the college labor wedges. The reason for this is that optimal history-independent wedges (see Figure 9) are closer to the college wedges for high incomes, which is driven by the fatter college top income tail “dominating” the top income tail for the high school types, see footnote 23. The new adjusted policies respect incentive compatibility and budget feasibility. In order to avoid bunching because of a discrete upward jump in marginal tax rates, we smooth out the increase over an interval of roughly US-$5,000. The resulting labor wedges and repayment are illustrated in Figures 8(a) and 8(b).

**The Welfare Gains From Income-Contingent Repayment**  As in Section 6.3, we now calculate the welfare gains over student loans without income-contingent repayment. Due to

---

Footnote 23: The results on ex-post education subsidies then of course mirror this result. College graduates with incomes above $62,000 actually do not receive an ex-post subsidy, but pay an ex-post tax.

---

Figure 7: Utilitarian Optimum With Thick College Tails
the differing top income tails, the college and high school wedges are more distinct from each other (see Figure 9) than in the benchmark case. This yields to welfare gains (see Figure 10) that are slightly higher. They are 0.36% of lifetime consumption for a CRRA coefficient of 2. Again, the adjusted system respecting a cap can yield a large part of those gains: in fact, they lead to a gain of 0.33%, which is almost 92% of the welfare gain. For an interest rate of 3% (5%) the latter value is 75% (95 %).

7 Conclusion

This paper has studied the implications of endogenous education decisions before labor market entry on Pareto optimal tax policies in a dynamic environment with heterogeneous agents and uncertainty. An attractive way to decentralize Pareto optimal allocations is to have the government support students to finance consumption and tuition during education. During their working life students pay back these loans, contingent on income and loan size. We therefore
make a second-best argument in favor of student loans with income-contingent repayment rates and, in addition, provide guidance for the optimal design of such repayment schedules.

We have abstracted from several aspects that can be tackled in future work. First, we have abstracted from initial wealth heterogeneity. In an environment where individuals differ concerning the income and wealth of their parents, typically the question arises to what extent optimal education policies should depend on parents’ income and wealth. Second, due to our assumption that all labor market risk is realized directly after labor market entry, some aspects concerning the optimal timing of repayment were naturally disregarded. Relatedly, we did no consider human capital accumulation after labor market entry like on-the-job training. Third, we assumed full commitment to all policies from the government side. Relaxing these assumptions might be a fruitful area for future research.\textsuperscript{25}

\section{Appendix}

\subsection{Incentive Compatibility}

We look at the case where $\frac{\delta}{\delta h} \leq 1$, so people with lower education levels enter the labor market earlier.

\textbf{Lemma 1.} Suppose there is first-order stochastic dominance in innate abilities $G(a|\theta_h, \cdot) \leq G(a|\theta_l, \cdot)$ and increasing differences $|G(a|\theta_h, e') - G(a|\theta_h, e'')| \geq |G(a|\theta_l, e') - G(a|\theta_l, e'')|$ for $e' > e''$, conditions (1), (2) hold, and (4) holds with equality, and we have:

(i) $y_h(a) - y_l(a) \geq 0$ and $c_h(a) - c_l(a) \geq 0 \forall a$

(ii) $u_{cl} \leq 0$,

then the considered allocation is incentive compatible.

\textsuperscript{25}In Findeisen and Sachs (2016), we study education and tax policies without commitment, however, in a simpler environment without uncertainty. Our main finding is that education subsidies are more (less) progressive because of the lack of commitment if tax instruments are linear (only constrained by informational asymmetries).
Note that when \( u_{cl} \geq 0 \), than (i) \( y_h(a) - y_l(a) \leq 0 \) and \( c_h(a) - c_l(a) \leq 0 \) \( \forall a \) is sufficient.

This lemma implies that instead of directly ex-post verifying whether period two incentive compatibility is satisfied in an allocation, one can alternatively check these two simple monotonic conditions; if they are fulfilled, then the allocation is incentive compatible. The lemma relies on two plausible empirical conditions, namely that a higher innate skill level leads to a better distribution of outcomes in a first-order stochastic dominance sense and that a higher innate skill level implies higher returns to education. Both conditions are fulfilled in our calibrated economy in Section 6.

Adding (4), which holds with equality by assumption, to (3) gives:

\[
\beta^w_l \int_a^\pi v^w(\theta_l, a)dG(a|\theta_l, e_l) - \beta^w_h \int_a^\pi v^w(\theta_h, a)dG(a|\theta_h, e_h) + \beta^w_h \int_a^\pi v^w(\theta_h, a)dG(a|\theta_h, e_h)
\]

\[
-\beta^w_h \int_a^\pi v^w(\theta_l, a)dG(a|\theta_l, e_l) \geq 0.
\]

where we have used the fact the allocation is incentive compatible at the working stage so that we can use the value functions \( v(\theta_l, a) \) directly. Adding and subtracting \( \beta^w_l \int_a^\pi v^w(\theta_h, a)dG(a|\theta_h, e_l) \) and \( \beta^w_l \int_a^\pi v^w(\theta_l, a)dG(a|\theta_l, e_l) \) gives:

\[
\beta^w_l \int_a^\pi [v^w(\theta_h, a) - v^w(\theta_l, a)](g(a|\theta_h, e_l) - g(a|\theta_l, e_l))da
\]

\[
+ \beta^w_h \int_a^\pi v^w(\theta_h, a)(g(a|\theta_h, e_h) - \frac{\beta^w_l}{\beta^w_h}g(a|\theta_l, e_l)) - (g(a|\theta_l, e_h) - \frac{\beta^w_l}{\beta^w_h}g(a|\theta_l, e_l))da \geq 0.
\]

Integration by parts yields:

\[
-\beta^w_l \int_a^\pi \left[ \frac{\partial v^w(\theta_l, a)}{\partial \theta_l} \right] (G(a|\theta_h, e_l) - G(a|\theta_l, e_l))da
\]

\[
-\beta^w_h \int_a^\pi \left( \frac{\partial v^w(\theta_h, a)}{\partial \theta_l} \right) \left( G(a|\theta_l, e_h) - \frac{\beta^w_l}{\beta^w_h}G(a|\theta_l, e_l) \right) - \left( G(a|\theta_l, e_h) - \frac{\beta^w_l}{\beta^w_h}G(a|\theta_l, e_l) \right) da > 0.
\]

Consider the first line. The second term in the first integral is negative at every point under FOSD in education. Remember that \( \frac{\partial v^w(\theta_l, a)}{\partial a} = -u^w_l \left( c_{\omega_l}(\theta_l, a), \frac{v(\theta_l, a)}{a^2} \right) \frac{v(\theta_l, a)}{a^2} \). So the first term in the first integral is positive everywhere whenever:

\[
y_h(a) - y_l(a) \geq 0, \quad c_h(a) - c_l(a) \geq 0, \quad u_{cl} \leq 0,
\]

as stated in Lemma 1. As a special case, under separable preferences (i.e. \( u_{cl} = 0 \), \( y_h(a) - y_l(a) \geq 0 \)) is enough.
The second line of the condition is positive whenever the returns to education are increasing in the innate type. In other words whenever the high type profits more from a higher education level, captured by:

\[
(G(a|\theta_h, e(\theta_i)) - G(a|\theta_h, e(\theta_i))) - (G(a|\theta_l, e(\theta_i)) - G(a|\theta_l, e(\theta_i))) < 0.
\] (6)

To see this we have to show that

\[
\left(G(a|\theta_h, e_h) - \frac{\beta^w}{\beta^w_h} G(a|\theta_h, e_l)\right) - \left(G(a|\theta_l, e_h) - \frac{\beta^w}{\beta^w_h} G(a|\theta_l, e_l)\right) < 0.
\] (7)

Equation 6 is a special case for which \(\frac{\beta^w}{\beta^w_h} = 1\), so when education takes the same amount of time for education levels. In general one expects \(\frac{\beta^w}{\beta^w_h} \leq 1\), because lower education levels come with earlier labor market entry. Equation 7 is decreasing when \(\frac{\beta^w}{\beta^w_h}\) gets smaller because of first-order condition dominance in skills. So for all \(\frac{\beta^w}{\beta^w_h}\) between 0 and 1, equation 7 is negative, which completes the proof.

### A.2 Optimal Wedges

After integrating by parts and using the transversality conditions \(\mu(\theta, a) = \mu(\theta, \bar{a}) = 0\) \(\forall \theta\), the Lagrangian for the social planner’s problem reads as

\[
\mathcal{L} = \sum_{i=l,h} \beta_i^c u^e(c_i^e) \bar{f}_i + \sum_{i=l,h} \beta_i^w \int_{a}^{\bar{a}} v^w(\theta_i, a) dG(a|\theta_i, e_i) \bar{f}_i \\
+ \lambda \sum_{i=l,h} \beta_i^w \int_{a}^{\bar{a}} y_i(a) dG(a|\theta_i, e_i) f_i \\
- \lambda \sum_{i=l,h} \beta_i^w \int_{a}^{\bar{a}} \gamma(v^w(\theta_i, a), y_i(a)/a) dG(a|\theta_i, e_i) f_i - \lambda \sum_{i=l,h} \beta_i^c (c_i^c + e_i) f_i \\
- \sum_{i=l,h} \int_{a}^{\bar{a}} \left[ \mu_i'(a) v^w(\theta_i, a) + \mu_i(a) u_i \left\{ \gamma \left(v^w(\theta_i, a), \frac{y_i(a)}{a}\right), \frac{y_i(a)}{a}\right\} \cdot \frac{y_i(a)}{a^2} \right] da \\
+ \sum_{i=l,h,j=1,j\neq i} \eta_i \left[ \beta_i^c u^e(c_i^c) + \beta_i^w \int_{a}^{\bar{a}} v^w(\theta_i, a) dG(a|\theta_i, e_i) da \\
- \beta_j^c u^e(c_j^c) - \beta_j^w \int_{a}^{\bar{a}} v^w(\theta_j, a) dG(a|\theta_j, e_j) da \right]
\]

where \(\gamma(u^w, l)\) is the inverse of \(u^w(\cdot, l)\). The first-order conditions are:

\[
\frac{\partial \mathcal{L}}{\partial c_i^e} = u_i^e(c_i^e)(\bar{f}_i + \eta_i) - \lambda f_i = 0
\] (8)
\[
\frac{\partial \mathcal{L}}{\partial e_i^c} = u_c^w(c_i^e)(\tilde{f}_i - \eta_h) - \lambda f_i = 0
\]  
\[\text{(9)}\]

\[
\frac{\partial \mathcal{L}}{\partial v^w(\theta_h, a)} = \left(\tilde{f}_h + \eta_h\right)g(a|\theta_h, c_h) - \frac{\lambda g(a|\theta_h, c_h)f_h}{u_c^w\left(c_h^w(a), \frac{y(a)}{a}\right)} - \mu_h(a)\frac{u_{c,l}^w y_h(a)}{u_c^w a^2 \beta_h^w} - \frac{\mu_h'(a)}{\beta_h^w} = 0
\]
\[\text{(10)}\]

\[
\frac{\partial \mathcal{L}}{\partial v^w(\theta_i, a)} = \tilde{f}_i g(a|\theta_i, e_i) - \eta_h g(a|\theta_h, e_i) - \frac{\lambda g(a|\theta_i, e_i)f_i}{u_c^w\left(c_i^w(a), \frac{y(a)}{a}\right)} - \mu_l(a)\frac{u_{c,l}^w y_i(a)}{u_c^w a^2 \beta_l^w} - \frac{\mu_l'(a)}{\beta_l^w} = 0
\]
\[\text{(11)}\]

\[
\frac{\partial \mathcal{L}}{\partial y_i(a)} = \lambda g(a|\theta_i, e_i)f_i - \frac{\mu_i(a)}{\beta_i^w} \left[\frac{u_{c,l}^w u_i^w y_i(a)}{u_c^w a^3} + \frac{u_{i,l}^w y_i(a)}{a^3} + \frac{u_i^w}{a^2}\right] + \lambda g(a|\theta_i, e_i)f_i \frac{u_i^w}{u_c^w} = 0.
\]
\[\text{(12)}\]

A.2.1 Proof of Proposition 1

Rewriting (12):

\[
\lambda g(a|\theta_i, e_i)f_i \left[1 + \frac{u_i^w}{au_c^w}\right] - \frac{1}{\beta_i^w} \mu_i(a) \left[\frac{u_{c,l}^w u_i^w y_i(a)}{u_c^w a^3} + \frac{u_{i,l}^w y_i(a)}{a^3} + \frac{u_i^w}{a^2}\right] = 0.
\]

Dividing by \(-\frac{u_i^w}{au_c^w}\) and \(\lambda g(a|\theta_i, e_i)f_i\) and using the definition of the labor wedge, i.e. \(u_c^w(1 - \tau^y) = -u_i^w \frac{1}{a}\) yields

\[
\frac{\tau^y_i(a)}{1 - \tau^y_i(a)} = \frac{1}{\beta_i^w} \cdot \frac{u_c^w \mu_i(a)}{\lambda g(a|\theta_i, e_i)f_i a} \frac{\left[\frac{u_{c,l}^w u_i^w y_i(a)}{u_c^w a} + \frac{u_{i,l}^w y_i(a)}{a} + \frac{u_i^w}{a}\right]}{u_i^w},
\]

which can be written as

\[
\frac{\tau^y_i(a)}{1 - \tau^y_i(a)} = \frac{1}{\beta_i^w} \cdot \frac{u_c^w \mu_i(a)}{\lambda g(a|\theta_i, e_i)f_i a} \frac{1 + \frac{\varepsilon_i(a)}{\lambda g(a|\theta_i, e_i)f_i a}}{\varepsilon_c(\theta_i, a)}.
\]
where \( \frac{\bar{w} u w^{(a)} + w^{(a)}}{\epsilon w a} = \frac{1 + \epsilon w (\theta, a)}{\epsilon c (\theta, a)} \) can be shown by some algebra, see Saez (2001, p.227). In particular, with the isoelastic specification used in the computations \( \frac{y}{a} \sigma \) one can verify that this term is equal to \( \frac{1}{\sigma} \).

Inserting (8) into (10) and solving for the differential equation yields:

\[
\frac{\mu_h(a)}{\beta w} = \int_a^\pi \exp \left( - \int_a^x \frac{u^{w}_{c,l} y_h(a)}{u^{w}_{c}} \frac{1}{a^2} ds \right) \frac{1}{u^{w}_{c}(x)} \left( 1 - \frac{u^{w}_{c}(x)}{u^{c}_{c}(c_{i}^{h})} \right) \lambda f_h g(x|\theta_h, e_h) dx
\]

yielding:

\[
\frac{\tau_h^y(a)}{1 - \tau_h^y(a)} = \frac{1 + \epsilon_h^y(a)}{\epsilon_h^y(a)} \frac{1}{a g(a|\theta_h, e_h)} 
\int_a^\pi \exp \left( - \int_a^x \frac{u^{w}_{c,l} y_h(a)}{u^{w}_{c}} \frac{1}{a^2} ds \right) \frac{u^{w}_{c}(a)}{u^{w}_{c}(c_{i}^{h})} \left( 1 - \frac{u^{w}_{c}(x)}{u^{c}_{c}(c_{i}^{h})} \right) dG(x|\theta_h, e_h).
\]

For the low type, we get by similar steps:

\[
\frac{\mu_l(a)}{\beta w} = \int_a^\pi \exp \left( - \int_a^x \frac{u^{w}_{c,l} y_h(a)}{u^{w}_{c}} \frac{1}{a^2} ds \right) \frac{1}{u^{w}_{c}(x)} \left( 1 - \frac{u^{w}_{c}(x)}{u^{c}_{c}(c_{i}^{h})} \right) 
\]

\[
+ \frac{\eta h}{\lambda} u^{w}_{c}(x) \left\{ g(a|\theta_h, e_l) - g(a|\theta_l, e_l) \right\} \lambda f_h g(x|\theta_h, e_h) dx
\]

Using the same arguments as in Saez (2001, p. 227), one can show that this formula can be written as the one in Proposition 1.

### A.2.2 Proof of Corollary 1

If preferences are separable of the form \( u(c) - \Psi(l) \), where \( \Psi \) are the convex utility costs of labor and we further assume that \( u(\cdot) = u^c(\cdot) \), the Lagrangian for the social planner’s problem reads as
\[ \mathcal{L} = \sum_{i=l, h} \beta^w_i u'(c^e_i) \tilde{f}_i + \sum_{i=l, h} \beta^w_i \int_a^\pi v^w(\theta_i, a) dG(\theta_i, \epsilon_i) \tilde{f}_i \]

\[ + \lambda \sum_{i=l, h} \beta^w_i \int_a^\pi y_i(a) dG(\theta_i, \epsilon_i) f_i \]

\[ - \lambda \sum_{i=l, h} \beta^w_i \int_a^\pi u^{-1} [v^w(\theta_i, a) + \Psi (y_i(a)/a)] dG(\theta_i, \epsilon_i) f_i \]

\[ - \lambda \sum_{i=l, h} \beta^w_i (c^e_i + \epsilon_i) f_i \]

\[ - \sum_{i=l, h} \int_a^\pi \left( \mu'_i(a)v^w(\theta_i, a) + \mu_i(a)\Psi' \left( \frac{y_i(a)}{a} \right) \frac{y_i(a)}{a^2} \right) da \]

\[ + \sum_{i=l, h; j=l, h; j \neq i} \eta_i \left( \beta^w_i u^w(c^e_i) + \beta^w_i \int_a^\pi v^w(\theta_i, a) dG(\theta_i, \epsilon_i) da \right) 

\[ - \beta^w_i u^w(c^e_i) - \beta^w_j \int_a^\pi v^w(\theta_j, a) dG(\theta_i, \epsilon_i) da \].

With first-order conditions:

\[ \frac{\partial \mathcal{L}}{\partial \epsilon^w_i} = u'(c^e_i)(\tilde{f}_h + \eta_h) - \lambda f_h = 0 \quad (13) \]

\[ \frac{\partial \mathcal{L}}{\partial \epsilon^w_i} = u'(c^e_i)(\tilde{f}_l - \eta_l) - \lambda f_i = 0 \quad (14) \]

\[ \frac{\partial \mathcal{L}}{\partial v^w(\theta_i, a)} = \left( \tilde{f}_h + \eta_h \right) g(a|\theta_i, e_h) - \frac{1}{u'(c^e_h(a))} g(a|\theta_i, \epsilon_h) f_h - \frac{\mu'_h(a)}{\beta^w_h} = 0 \quad (15) \]

\[ \frac{\partial \mathcal{L}}{\partial v^w(\theta_i, a)} = \tilde{f}_i g(a|\theta_i, e_i) - \eta_h g(a|\theta_i, e_i) - \frac{1}{u'(c^e_i(a))} g(a|\theta_i, e_i) f_i - \frac{\mu'_i(a)}{\beta^w_i} = 0 \quad (16) \]

\[ \frac{\partial \mathcal{L}}{\partial y_i(a)} = \lambda g(a|\theta_i, e_i) f_i - \frac{\mu_i(a)}{\beta^w_i} \left[ \Psi' \left( \frac{y_i(a)}{a} \right) \frac{y_i(a)}{a^3} + \frac{1}{a^2} \Psi' \left( \frac{y_i(a)}{a} \right) \right] 

\[ - \lambda g(a|\theta_i, e_i) f_i \frac{\Psi'(y_i(a)/a)}{au'(c^w_i(a))} = 0, \quad (17) \]

Rewriting (17):

\[ \lambda g(a|\theta_i, e_i) f(\theta) \left[ 1 - \frac{\Psi'(y_i(a)/a)}{au'(c^w_i(a))} \right] \]
\[- \frac{1}{\beta_{i}^{w}} \mu_{i}(a) \left[ \Psi'^{w} \left( \frac{y_{i}(a)}{a} \right) \frac{y_{i}(a)}{a^{3}} + \frac{1}{a^{2}} \Psi' \left( \frac{y_{i}(a)}{a} \right) \right] = 0. \]

Dividing by $\frac{\Psi'}{a^{w}}$ and $\lambda g(a|e, \theta_{i}) f_{i}$ and using the definition of the labor wedge, i.e. $u'(1 - \tau_{i}) = \Psi_{i}^{1}$, yields

\[
\frac{\tau_{i}^{y}(a)}{1 - \tau_{i}^{y}(a)} = \frac{1}{\beta_{i}^{w}} \frac{\mu_{i}(a)}{\lambda g(a|\theta_{i}, e_{i}) f_{i}} \frac{a}{a} \left[ \frac{\Psi'^{w} + \Psi_{i}^{1}}{\Psi'} \right],
\]

which can be written as

\[
\frac{\tau_{i}^{y}(a)}{1 - \tau_{i}^{y}(a)} = \frac{1}{\beta_{i}^{w}} \frac{u' \mu_{i}(a)}{a} \frac{1 + \varepsilon_{n}(\theta_{i}, a)}{\lambda g(a|\theta_{i}, e_{i}) f_{i}},
\]

where $\frac{\Psi'^{w} + \Psi_{i}^{1}}{\Psi'} = \frac{1 + \varepsilon_{n}(\theta_{i}, a)}{\varepsilon_{i}(a)}$ can be shown by simple algebra, see Saez (2001, p.227).

The multiplier $\mu_{h}(a)$ can be obtained using (15) and (13):

\[
\frac{\mu_{h}(a)}{\beta_{w}} = \frac{\lambda f_{h}}{u'(c_{h}^{w}) g(a|\theta_{h}, e_{h}) - \lambda f_{h} \int_{a}^{a} \frac{1}{u'(c_{h}^{w}(a^{*}))} dG(a^{*}|\theta_{h}, e_{h}).
\]

The multiplier $\mu_{l}(a)$ can be obtained using (16) and (14):

\[
\frac{\mu_{l}(a)}{\beta_{w}} = \frac{\lambda f_{l}}{u'(c_{l}^{w}) g(a|\theta_{l}, e_{l}) - \lambda f_{h} \int_{a}^{a} \frac{1}{u'(c_{l}^{w}(a^{*}))} dG(a^{*}|\theta_{l}, e_{l})} + \eta_{h} (g(a|\theta_{l}, e_{l}) - g(a|\theta_{h}, e_{h}))
\]

yielding:

\[
\frac{\tau_{i}^{y}(a)}{1 - \tau_{i}^{y}(a)} = \frac{1 + \varepsilon_{i}(a)}{\varepsilon_{i}(a)} \frac{u'(c_{i}^{w}(a))}{a} ag(a|\theta_{i}, e_{i}) \left[ A_{l}(a) + B_{l}(a) \right]
\]

where

\[
A_{l}(a) = \frac{G(a|\theta_{l}, e_{l})}{u'(c_{l}^{w})} - \int_{a}^{a} \frac{1}{u'(c_{l}^{w}(a^{*}))} dG(a^{*}|\theta_{l}, e_{l})
\]

\[
B_{l}(a) = \frac{\eta_{h}}{\lambda f_{l}} [g(a|\theta_{l}, e_{l}) - G(a|\theta_{h}, e_{l})].
\]
Using the inverse Euler equation, the term $A_i(a)$ can be written as in the proposition:

$$
\frac{G(a|\theta_i, e_i)}{u'(c_i^w(a^*))} - \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i)
$$

$$
= G(a|\theta_i, e_i) \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i) - \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i)
$$

$$
= G(a|\theta_i, e_i) \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i) + G(a|\theta_i, e_i) \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i)
$$

$$
- \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i)
$$

$$
= G(a|\theta_i, e_i) \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i) - (1 - G(a|\theta_i, e_i)) \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i).
$$

**Relation to the formula of Saez (2001)**

The insurance part of the labor wedge can be expressed as in Saez (2001), for our case with separable preferences. This relation applies if agents do not differ ex-ante. Using the inverse Euler equation, we obtain

$$
A_i(a) = \int_a^\pi \frac{G(a|\theta_i, e_i)}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i) - \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i)
$$

$$
= \int_a^\pi \frac{G(a|\theta_i, e_i)}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i) - \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i)
$$

$$
+ \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i)
$$

$$
= \int_a^\pi \frac{1}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i) - \int_a^\pi \frac{1 - G(a|\theta_i, e_i)}{u'(c_i^w(a^*))} dG(a^*|\theta_i, e_i)
$$

where the second equality follows from the transversality condition. This term can be expressed as in Saez (2001) as shown by Mankiw, Weinzierl and Yagan (2009) in their online appendix.

**A.2.3 Proof of Proposition 2**

Solving (8) for $\tilde{f}_h + \eta$, inserting into (10) and integrating over all $a$ yields the result. For the low type the proof works almost equivalent.

**A.2.4 Proof of Proposition 3**

Define $\tilde{\mu}_i(a) = \mu_i(a) u_e(c_i^w \frac{y_i(a)}{a})$. This implies

$$
\tilde{\mu}_i'(a) = \mu_i'(a) u_e \left( c_i^w \frac{y_i(a)}{a} \right) + \mu_i(a) \left( u_e c_i^w \frac{y_i(a)}{a} + u_e \left( \frac{y_i'(a)}{a} - \frac{y_i(a)}{a^2} \right) \right).
$$

(18)
Inserting $\mu_h'(a)u^w_c(c^w, \frac{y(a)}{a})$ as implicitly above and inserting into (10) yields:

$$u^w_c\left(c^w, \frac{y_h(a)}{a}\right) \left(\tilde{f}_h + \eta_h\right) g(a|\theta_h, e_h) - \lambda g(a|\theta_h, e_h) f_h$$

$$- \frac{\hat{\mu}_h'(a)}{\beta^w} + \mu_h(a) \left(\frac{u^w_c c'_h(a)}{a} + \frac{u^w_c y'_h(a)}{a}\right) = 0.$$ 

Inserting $\tilde{f}_h + \eta_h$ as implicitly defined by (8) and integrating yields:

$$\frac{\tau^*_h}{1 - \tau^*_h} = \int_\Omega^\pi \frac{\mu_h(a)}{\tilde{f}_h} \left(\frac{u^w_c y'_h(a)}{a} - \frac{u^w_c c'_h(a)}{a}\right) da.$$

For the low type, first one has to add and subtract $\eta_h g(a|e_l, \theta_l)$ in (11). Then inserting $\mu_l'(a)u^w_c(c^w, \frac{y_l(a)}{a})$ as implicitly defined in (18) and inserting $\tilde{f}_l - \eta_h$ as implicitly defined in (9) into (11), and finally integrating and rearranging yields:

$$\frac{\tau^*_l}{1 - \tau^*_l} = \int_\Omega^\pi \frac{\mu_h(a)}{\tilde{f}_h} \left(\frac{u^w_c y'_h(a)}{a} - \frac{u^w_c c'_h(a)}{a}\right) + \frac{\eta_h}{\tilde{f}_h} \int_\Omega^\pi \left(u^w_c\left(c^w, \frac{y_l(a)}{a}\right)\right) \{g(a|\theta_h, e_l) - g(a|e_l, \theta_l)\} da.$$

### A.3 Implementation

#### A.3.1 Proof of Proposition 4

Starting from a direct mechanism we show that optimal allocations can indeed be implemented with the policy instruments as defined in Proposition 4.

**Step 1: Introduce savings**

This step of the proof closely follows Werning (2011). Note that the implementation takes care of double deviations – where agents misreport and save too much – by making sure savings deviations are appropriately punished for any reporting strategy. Imagine the desired incentive-compatible allocation is implemented by a direct mechanism. From that point on, assume that individuals could freely save $s$ at rate $R$. Let $r_\theta$ denote the report about $\theta_i$ for $i = l, h$. Given a savings tax schedule $T^s(s, r_\theta) : \mathbb{R} \to \mathbb{R}$, the budget constraints read as

$$\tilde{c}_e^e(r_\theta) + s = c^e(r_\theta)$$

$$\tilde{c}^w(r_\theta, r_a) = c^w(r_\theta, r_a) + Rs - T^s(s, r_\theta).$$

26 For that step it is useful to recall that $\frac{\tau^*_l}{1 - \tau^*_l} = \int_\Omega^\pi \frac{\mu_h(a)}{\tilde{f}_h} u^w_c\left(c^w, \frac{y_l(a)}{a}\right) da$. 
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Define the optimal report \( r_a \) about \( a \), for a given report \( r_\theta \) about \( \theta \), a given savings tax schedule \( T^*(s, r_1) \) and a given level of savings \( s \):

\[
r_a^*(a, r_\theta, s, T^*) = \arg \max_{r_a} u \left[ c^w(r_\theta, r_a) + Rs - T^*(s, r_\theta) - \psi \left( \frac{y(r_\theta, r_a)}{a} \right) \right].
\]

Then the optimal report in period one, for a given level of savings \( s \) and a given savings tax schedule \( T^*(s, r_\theta) \), is defined by

\[
r_\theta^*(\theta_i, s, T^*(r_\theta), s) = \arg \max_{r_\theta} \beta_i u^e(c^e(r_\theta) - s) + \beta_i \int u \left[ c^w(r_\theta, r_{a}^*) + R_is - T^*(s, r_\theta) - \psi \left( \frac{y(r_\theta, r_{a}^*)}{a} \right) \right] dG(a | \theta_i, e(r_\theta)).
\]

Then define a hypothetical tax schedule \( \hat{T}^*(r_\theta, s, \theta) \) for each \( \theta \) implicitly, where \( V(\theta) \) is the (lifetime) value function of a truth teller of type \( \theta_i \).

\[
V(\theta_i) = V(\theta_i, s, r_\theta^*, T^*(r_\theta, s, \theta)) \forall s.
\]

This hypothetical tax schedule would make individuals of type \( \theta_i \) indifferent between truth telling and the optimal joint deviation for any \( s \). It is hypothetical since it does not only depend on the report \( r_\theta \), which is observable but also on the unobservable type \( \theta_i \). However, we know that for both levels \( \theta_i \) such a tax schedule exists. Therefore taking the upper envelope over these functions yields a savings tax function \( \hat{T}(s, r_\theta) \) that also implements zero savings and is feasible since it does not condition on \( \theta_i \):

\[
\hat{T}(s, r_\theta) = \sup_{\theta_i} T^*(s, r_\theta, \theta_i).
\]

**Lemma 2.** An incentive-compatible allocation can be implemented by a direct mechanism extended by a savings choice and history-dependent savings tax schedules \( \hat{T}(s, r_\theta) \).

In a last step, we make the savings tax independent of the report \( r_\theta \). Therefore, we simply take the upper envelope of \( \hat{T}(s, r_\theta) \):

\[
T^*(s) = \sup_{r_\theta} \hat{T}(s, r_\theta).
\]

**Lemma 3.** An incentive-compatible allocation can be implemented by a direct mechanism extended by a savings choice and a savings tax schedules \( T^*(s) \).

**Step 2: Introduction of an education-dependent tax schedule.**

Starting from an incentive-compatible allocation we have established that a savings tax function exists which implements zero savings in Step 1. We next decentralize the labor-leisure decision.
By the same arguments as in the standard Mirrlees model, it follows that this extended direct mechanism can also implement the desired incentive-compatible allocation.

In period two, individuals have already chosen the education level $e$ intended for them by the planner, as the direct mechanism was the starting point. After drawing $a$, instead of directly revealing their type, individuals of type $\theta_i$ face an income tax schedule $T(\cdot, e_i) : \mathbb{R}_+ \rightarrow \mathbb{R}$ that is defined by

$$T(y_i(a), e_i) = y_i(a) - c_i^w(a) \forall a.$$  

(19)

It is a standard application of the taxation principle that this tax schedule satisfies

$$(y_i(a), c_i^w(a)) \in \arg \max_{y,c} u^w(e_i, \frac{y}{a}) \text{ s.t. } c \leq y - T(y, e),$$

and therefore implements the desired allocation.

**Step 3: Complete Decentralization – allow for educational investment**

Finally in the last step we decentralize education decisions. The goal of the planner is to implement the right $e$ choices, using a grant function $G(e_i) : \{e_l, e_h\} \rightarrow \mathbb{R}$ and condition taxes such that holding income fixed: $T(y, \cdot) : \{e_l, e_h\} \rightarrow \mathbb{R}$. One way to implement the desired allocation is to set $G(e_i) = e_i + c_i^e$ for $i = h, l$ and $T(y, e_i)$ for $i = h, l$ as defined in (19).

**Indeterminacy of the Implementation and the Role of Zero-Savings.** The just presented implementation is indeterminate for two reasons: first of all, other policy instruments (e.g. income-contingent student loans, see Section 4.2) can implement the desired incentive-compatible allocation. Second, even considering education grants, savings taxes and education-dependent income taxes, the are various combinations of these instruments that can implement the desired allocations. For example, it is easy to show that – for any $s - G^*(e_i) = G(e_i) + s \forall i = l, h$, $T^*(\cdot, e_i) = T(\cdot, e_i) + s$ and $T^{**}(x) = T^*(x - s)$ also implement the desired allocation, however, do not imply zero savings but equilibrium savings of $s$.

**A.4 History-Independent Policies**

**A.4.1 Implementation**

The proof is very similar to that in Appendix A.3.1. The difference in step 1 is that $y$ is constrained only to be a function of the second period report (or report), hence $y(r_a) (y(a))$ instead of $y(r_\theta, r_a) (y_i(a))$.

The difference in step 2 is that the tax schedule is just defined differently and history-independent: $T(y(a)) = y(a) - c_l(a)$. Nevertheless, the standard insights of the taxation principle apply.

For step 3, the goal of the planner is to implement the right $e$ choices, using a loan schedule function $L(e) : \mathbb{R}_+ \rightarrow \mathbb{R}$ with repayment rates $R(e) : \mathbb{R}_+ \rightarrow \mathbb{R}$. The simplest way to implement
the desired allocation is to set \( \mathcal{L}(e_i) = e_i + c^e_i \) for \( i = h, l \), \( \mathcal{R}(e_i) = 0 \) and \( \mathcal{R}(e_h) = y(a) - \mathcal{T}(y(a)) - c^w_h(a) \).

### A.4.2 Wedges

\[
\mathcal{L} = \sum_{i=l,h} \beta^e_i u(c^e_i) \bar{f}_i + \sum_{i=l,h} \beta^w_i \int_a^\pi v^w(\theta_i, a) dG(a|\theta_i, e_i) \bar{f}_i \\
+ \lambda \sum_{i=l,h} \beta^w_i \int_a^\pi y(a) dG(a|\theta_i, e_i) \bar{f}_i \\
- \lambda \sum_{i=l,h} \beta^w_i \int_a^\pi \left( u^{-1}(v^w(\theta_i, a)) + \Psi(y(a)/a) \right) dG(a|\theta_i, e_i) f_i - \lambda \sum_{i=l,h} \beta^w_i \left( c^e_i + e_i \right) f_i \\
- \sum_{i=l,h} \int_a^\pi \left[ \mu^w_i(a)v^w(\theta_i, a) + \mu_i(a)u'(u^{-1}(v^w_i(a))) \right] dG(a|\theta_i, e_i) \\
+ \sum_{i=l,h; j=l,h; j \neq i} \eta_i \left[ \beta^e_i u(c^e_i) + \beta^w_i \int_a^\pi v^w(\theta_i, a) dG(a|\theta_i, e_i) \\
- \beta^e_j u(c^e(\theta_j)) - \beta^w_j \int_a^\pi v^w(\theta_j, a) dG(a|\theta_j, \theta_i) \right].
\]

The first-order conditions read as:

\[
\frac{\partial \mathcal{L}}{\partial c^e_h} = u'(c^e_h)(\bar{f}_h + \eta_h) - \lambda f_h = 0 \tag{20}
\]

\[
\frac{\partial \mathcal{L}}{\partial c^e_l} = u'(c^e_l)(\bar{f}_l - \eta_l) - \lambda f_l = 0 \tag{21}
\]

\[
\frac{\partial \mathcal{L}}{\partial v^w(\theta_h, a)} = \left( \bar{f}_h + \eta_h \right) g(a|\theta_h, e_h) - \frac{\lambda g(a|\theta_h, e_h) f_h}{u'(c^w_h(a) - \Psi(y(a)/a))} \\
- \mu_h(a)u'' \Psi \left( \frac{y(a)}{a} \right) \left( \frac{\mu^w_h(a)}{\beta^w_h} \right) = 0 \tag{22}
\]

\[
\frac{\partial \mathcal{L}}{\partial v^w(\theta_l, a)} = \bar{f}_lg(a|\theta_l, e_l) - \eta_h g(a|\theta_h, e_l) - \frac{\lambda g(a|\theta_l, e_l) f_l}{u'(c^w_l(a) - \Psi(y(a)/a))} \\
- \mu_l(a)u'' \Psi \left( \frac{y(a)}{a} \right) \left( \frac{\mu^w_l(a)}{\beta^w_l} \right) = 0 \tag{23}
\]
\[
\frac{\partial \mathcal{L}}{\partial y(a)} = \sum_{i=h,l} \left( \lambda g(a|\theta_i, e_i) f_i - \mu_i(a) \left[ c_i^w(a) - \Psi \left( \frac{y_i(a)}{a} \right) \right] \right) \left[ \lambda \frac{1}{a^2} + \Psi'' \left( \frac{y(a)}{a^2} \right) \right] + \lambda g(a|\theta_i, e_i) f_i \Psi' \left( \frac{1}{a} \right) = 0,
\]

(24)

Some algebra reveals that (24) implies:

\[
\frac{\tau^w(a)}{1 - \tau^w(a)} = 1 + \varepsilon^c(a) \frac{\sum_{i=h,l} \mu_i(a) u' \left( c_i^w(a) - \Psi \left( \frac{y_i(a)}{a} \right) \right) + \mu(a) u'' \left( c_i^w(a) - \Psi \left( \frac{y_i(a)}{a} \right) \right) \left( c_i'(a) - \Psi' \left( \frac{y'(a)}{a} - \frac{y(a)}{a^2} \right) \right)}{\lambda a \sum_{i=h,l} f_i g(a|\theta_i, e_i)}.
\]

(25)

Define \( \hat{\mu}_i(a) = \mu_i(a) u'(\theta_i, a) \). This yields:

\[
\hat{\mu}'(a) = \mu'_i(a) u' \left( c_i^w(a) - \Psi \left( \frac{y_i(a)}{a} \right) \right) + \mu_i(a) u'' \left( c_i^w(a) - \Psi \left( \frac{y_i(a)}{a} \right) \right) \left( c_i'(a) - \Psi' \left( \frac{y'(a)}{a} - \frac{y(a)}{a^2} \right) \right).
\]

Inserting this and (20) and (21) into (22) and (23) yields:

\[
\mu_h(a) u' \left( c_h^w(a) - \Psi \left( \frac{y_h(a)}{a} \right) \right) = \int_\alpha^\pi \left( 1 - \frac{u_h^w(x)}{u_e(c_h^w)} \right) dG(x|\theta_h, e_h)
\]

and

\[
\mu_l(a) u' \left( c_l^w(a) - \Psi \left( \frac{y_l(a)}{a} \right) \right) = \int_\alpha^\pi \left( g(x|\theta_l, e_l) \left( 1 - \frac{u_l^w(x)}{u_e(c_l^w)} \right) \right.
\]

\[
+ u' \left( c_l^w(x) - \Psi \left( \frac{y_l(x)}{x} \right) \right) \eta_h \left\{ g(x|\theta_h, e_l) - g(x|\theta_l, e_l) \right\} \bigg) dx.
\]

Inserting this into (25) yields the formula in Proposition 6.

**Savings Wedge:** The steps are basically equivalent as in Appendix A.2.4 since the respective first-order conditions are unchanged. In case of no income effects, we then have \( u_{cl}^w = -u'' \Psi' \) and \( u_{cc}^w = u'' \), which gives \( \left( \frac{u_h^w y_h(a)}{a} - \frac{u_e^w}{u_e} c_h(a) \right) = \frac{u''}{a} \left( \Psi' \frac{y(a)}{a} - c'(a) \right) = 0 \), where the last equality follows from working-period incentive compatibility, just as in the proof of Corollary 3.
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